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ABSTRACT

We introduce Multi-User Piles Across Space, a technique
that allows co-located individuals with PDAs to share and
organize information items (e.g., photos, text, sound clips,
etc.) by placing these items in shared, imaginary off-screen
piles. This technique relies on human capacities to remember
spatial layouts, and allows small co-located groups with lim-
ited screen real estate to collaboratively manage information.
Each participant can use their PDA’s stylus to flick informa-
tion to shared off-screen piles and view their contents. Con-
nections are implemented through ad hoc WiFi. Optimistic
concurrency control provides long term data consistency. We
also describe an extension that allows PDA owners to transfer
information items and piles to and from a tabletop display.

ACM C(lassification H5.2 [Information interfaces and pre-
sentation]: User Interfaces. - Graphical user interfaces.

KEYWORDS: mobile computing, PDA, piles, information
management, information sharing, screen real-estate

INTRODUCTION

Limited screen real estate is both boon and bane of personal
digital assistants (PDAs) and cellular telephones. Small size
is the key to their convenience, but also an annoyance when
a task requires juggling related information that does not fit
on the screen all at once.

The most common solution to this quandary is panning. This
technique conceptually places all information on a plane,
treating the PDA display as a window onto the information.
The content of the window is changed by grabbing the in-
formation plane and dragging it about. One variation is to
make the device location aware, and to physically move the
device, keeping the underlying plane constant [14, 6]. This
approach, of course, requires hardware to provide the loca-
tion awareness. Another approach is to very rapidly flash in-
formation to the screen (for example, [5]). This technique,
called Rapid Serial Visual Presentation (RSVP) has been
shown to be effective for text, but it is not relaxing to use.
A third approach is to automatically summarize information
shown on a small display [3], or to simply require that infor-
mation is formatted for handheld devices [1].

All these approaches assume that there is a pre-existing body
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Figure 1: View of PAS screen with imaginary piles

of information that is to be browsed on the small display. We
address here the situation where small device owners gener-
ate information during the course of a task, and are trying
to organize that information as it comes to life. For exam-
ple, consider field biologists who would like to carry a small
device on which they can take photographs of species they
sight, or where they can record measurements of instruments
they have scattered on plots of land. Analogously, take a
consumer scenario where a camera owner would like to sort
photos on-the-fly.

We implemented Piles Across Space (PAS), which allows
users to create virtual piles that conceptually hover around
the display. These piles can be created dynamically by flick-
ing information items to them with a stylus. We devoted a
separate publication to two user studies that examine single-
user interaction with the PAS system [13]. These two stud-
ies also explored the mental models that participants devel-
oped spontaneously to help them remember where in space
they ‘parked’ their piles. Here, we describe an extension of
PAS that supports co-located collaboration. We first intro-
duce the basic user interaction with the PAS system. We
then describe how multiple PDA holders can share virtual
piles. Co-located groups can also move piles and information
items to and from a desk-sized tabletop display to enable a
back-and-forth workflow between the private PDA space and
this public display area. We close with pointers to additional
literature.

BASIC USER INTERACTION

Figure 1 shows the main view of the system. The central area
is called the work area. In this Figure the icons represent
photographs, sound recordings, and a video clip. We also
support hand-written ink notes and text files.
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Figure 2: The workspace history browser

Items enter the work area by various means. The items
may be created on the PDA itself. For example, on our
camera-equipped PDA we can take photos that then display
as thumbnails in the work area, which is scrollable. We can
also launch processes from within PAS; this facility allows
us, for example, to run the ink note application and have the
ink notes display as items in the work area.

Another method for placing items in the work area is through
imports from the underlying fi le system. Imports are initiated
via a context menu. All imported items are added to a special
pile at the bottom of the screen. This pile is called the mother
pile. In Figure 1 the location is indicated by an up arrow at
the bottom of the screen. The arrow indicates that the work
area is currently populated with the contents of the mother
pile, as opposed to the items from one of the user-made piles.

Users can create piles through a context menu. A new pile
manifests as a circle on the screen, which the user grabs with
the stylus and places along the edge of the screen such that
only a partial arc extends into the display area. Once in place,
users can drag items to the new pile marker. In Figure 1
we see four piles, one in each corner. The arcs are called
pile markers. They remind the user of each pile’s location
off screen. The system thickens the arc as items are added
to a pile. As an additional clue, the number next to the arc
indicates how many items are in the pile. We avoid more
descriptive labels to preserve a maximum of screen space for
the ongoing task.

A pile is pulled into the work area by dragging its pile marker
towards the center of the display. Items that are present in the
work area at that time are retracted into the mother pile. The
work area is then occupied by the pile’s items. Items may
be copied by dragging them onto the Copy button at the top
of the work area. Deletion of items via the context menu
removes them from their pile, but not from the underlying
folder system. Piles are references to files in the operating
system. Items can therefore be part of multiple piles.

As PAS users work on different tasks, they can build multiple
pile environments, or workspaces. A workspace consists of a
populated work area, and a set of piles, along with the loca-
tions of these piles. Figure 2 shows an annotated screenshot
of this facility.

Each workspace is a context to which the user might wish to
return. PAS remembers all the workspaces that a user con-
structs.

In Figure 2, we see the representation of one workspace at
the top of the screen, and a partial workspace at the bottom.
The workspace at the top consists of four piles; three contain
items, and one is empty. Double-tapping in the white area
of the workspace restores that workspace as the active work
area. That is, all pile markers will be where the user has left
them, and all pile compositions will be restored.

If the images at the top of each pile are insuffi cient to help
the user select the proper workspace, a pile inspection facility
can assist. This facility is activated by the user tap-dragging
the stylus around a pile as suggested by the superimposed
graphic. This motion will continuously shuffe through the

pile, exposing all information items in turn.

A shortcoming of our workspace browser is that it is not scal-
able enough to accommodate all pile arrangements a user
might create. For example, several piles can be made to oc-
cupy the top edge of the PDA, because pile markers are very
space effi cient. Our current history browser would be unable
to accommodate such density. Alternatives are in the realm
of future work.

SHARING SCENARIO 1: WIRELESS P2P OPERATION
We now turn to scenarios where a small group of co-located
PDA owners wish to operate on piles together. For example,
consider a returned traveler reporting on a trip while show-
ing photographs. Traditionally, the story teller comments on
each photo as he starts passing it around. A stream of images
makes its way around the circle of listeners as the story un-
folds. The further down the chain, the further out of phase
with the story a listener is once a photo arrives. This prob-
lem could be remedied through a single large display that
everyone views. But this solution has shortcomings too. One
is that such a central gathering place is often not available
when the mood strikes to show photos; a restaurant venue,
for example. Another is that listeners often have differing
interests in any given photo. Some may, for example, wish
to linger over the image of a friend who is unknown to the
others.

We try to provide a better solution by enabling PAS to share
virtual piles among PDAs. This facility allows participants
in the above scenario to look at the photos at their own pace.
Beyond this advantage, our solution provides a further bene-
fi t for the photo story scenario and analogous ones in profes-
sional settings: participants can impose their own organiza-
tion on the photos by creating their own local piles. They
might, for example, create a pile of shots that they’d like
printed. Figure 3 shows how two users interact through the
peer-to-peer (P2P) facility of our system. They are sharing
two piles, symbolized by the circles with the ocean photo
and the palm tree sunset. The current implementation uses
ad hoc wireless (WiFi) networking for inter-PDA communi-
cation.

Note that a given pile is not necessarily located at the same
place along the edge of each PDA’s screen. For example, for



Figure 3: Two PDAs share two virtual piles.

the participant on the right, the ocean pile is logically located
at his upper right, while the same pile is located at the up-
per left for the participant on the left side of the Figure. The
model is for the participants to agree on a pile position in
space by pointing out to each other verbally where they in-
tend to place the pile. This way they can then communicate
about the information during subsequent verbal interactions.
An intuitive use of PAS is thus for each participant to place
a pile marker such that it references its pile’s imagined place
in space. The system does not, however, enforce such align-
ment. At least in the current implementation there is no sen-
sor that would detect where participants point as they agree
on a pile.

Pile sharing is initiated by the person who has created the
pile. The user activates sharing from a context menu (stylus
point-and-hold). This action causes a popup dialog to open
on all PDAs within wireless range. Each PDA owner has
the option of accepting or rejecting the pile. Everyone who
agrees to the sharing arrangement then ‘sees’ the pile. As
part of the acceptance action, each recipient user is free to
place the newly shared pile anywhere along the edge of his
screen by dragging an automatically created pile marker into
position. From then on the user can interact with the shared
pile by dragging it into the work area, or by ficking new
information to the pile marker. Once a pile is shared with a
set of participants, all participants can thus add and remove
items from the shared pile. Each such action is broadcast and
executed by all participants’ PDAs.

However, even though every participant can act on the pile,
the original pile is considered to be the master pile. All addi-
tions or removals are atomic transactions; there is no notion
of serializability and concurrency control, since the user sce-
nario is of a few people working in reasonably close prox-
imity. We do not envision thousands of PDAs sharing piles
through this mechanism.

Once a participant physically moves out of radio range from
the others, the issue of integrity control is more pressing.
We want to allow each participant to continue working on
the shared pile while out of range. This permissiveness ob-
viously leads to inconsistent copies. Rather than introduc-
ing a complex reconciliation protocol, our strategy uses op-
timistic concurrency control with a centralized master copy.
The following occurs when the distant participant reenters

Figure 4: Three participants by the table display.

radio range with the pile owner: Both parties see a dialog
box on the screen, informing them of the confict. Each has

the choice of accepting or rejecting the other’s pile version.
If both decline, the pile sharing arrangement is terminated.
Each party retains its own version. If the owner of the master
pile accepts the changes made by the non-owner, the mas-
ter pile is modifi ed by merging the non-owner’s action log
with the owner’s log. If the non-owner then does not ac-
cept the owner’s changes, pile sharing is discontinued. If the
non-owner accepts the changes made by the owner, but the
owner declines the changes made by the non-owner, the non-
owner’s PDA will simply copy the owner’s current master
pile state. The sharing arrangement continues.

SHARING SCENARIO 2: TABLETOP DISPLAY

Beyond the P2P capability we described above, we inte-
grated our Piles Across Space implementation into the envi-
ronment of a DiamondTouch tabletop display. This apparatus
is a (diagonally measured) 107cm table whose surface is a
1280x1024 pixel touch-sensitive, top-projected display. The
table is more than a large, horizontal display surface in that it
allows up to four persons to touch the surface of the display
at the same time, and to drag items across the table’s expanse.
Through capacitive coupling across the pads that participants
sit on, the attached computer can distinguish touch from all
hands, even when they touch the surface simultaneously.

We use this table in the context of our research on using PAS
as a tool for fi eld biologists. One scenario is of students and
professional biology researchers returning to their fi eld sta-
tion from a day outdoors. They are seeking advice from ex-
perts, or simply want to share photos or interesting measure-
ments with others. Our vision is for them to fick piles of
information from their PDA to the table for others to see,
manipulate, and return to the PDA.

Figures 4 and 5 show an overview and a screenshot of the
tabletop arrangement. Figure 4 shows two users seated, and
one standing with a PDA. The PDA communicates with the
table computer through ad hoc WiFi. The interaction model
between the two devices is more loosely coupled than our
inter-PDA P2P approach. Information is simply transferred
between the two devices, rather than continuously main-
tained through shared piles.

The light colored area on the table (near the arrows in Fig-



Figure 5: Screenshot of the tabletop display with an-
notations superimposed.

ure 4) is called the teleportation area. The PDA’s screen in
Figure 1 shows the word ‘Table’ along the left edge. This
is the small device’s equivalent to the table’s teleportation
area. To transfer either a pile or an individual information
item from the PDA to the table, one drags it to PDA’s tele-
portation area. As soon as the respective icon is dropped, it
appears in the table’s teleportation area. Anyone seated at the
table can then drag the item freely around the surface of the
table display.

Figure 5, a screen shot of the table surface, shows a number
of items strewn across the table. All came from PDAs run-
ning PAS. As the superimposed annotations show, the lower
right item is a text file. Above it we see a sound file. An en-
tire pile lies above the sound file. Piles are a fi rst-class data
structure in our table application. Piles can be modifi ed, cre-
ated, or destroyed by groups of users at the table, and then
transferred back to the PDAs. At the right edge of the table
we see a sound fi le being played; an audio control has popped
out of the main window. The rest of the items on the table are
individual photos that were ficked to the PDA’s teleportation
area.

Conversely, piles or individual information items that table
operators drag to the table’s teleportation area accumulate as
a special pile on every PDA that is in range. The presence of
new information is indicated on the PDA by having the lower
portion of the PDA’s teleportation area highlighted. The de-
vice’s owner can then drag it onto the work area.

RELATED WORK

Our non-intrusive pile markers are similar in appearance to
Baudisch & Rosenholtz’s [2] "halos” though the function-
ality differs, since our markers are not intended to convey
off-screen distances through variations in radius size. Other
systems use arrows that point off screen instead, such as [7]
and [4]. We prefer halo-like markers to arrows, since the for-
mer consume less screen real estate.

The general concept of storing information off screen is also
found in earlier 3D desktop technologies such as Toolspaces
[11]. Similarly, [8] is a recent, small screen oriented focus +
context reference.

Several research projects explore combinations of individually-
owned devices with large, shared displays. The Pebbles

project [10] explores the use of PDAs to control applications
on a shared vertical display. The STARS project [9] uses
PDAs in combination with a tabletop display to show secret
game information. The UbiTable [12] allows pairs of users
with personal laptops to transfer information between their
own devices and a shared tabletop display. Piles are not the
central data structure in that work.

CONCLUSION

We described Multi-User Piles Across Space. The original
PAS application allowed a single user with a PDA to manage
off-screen piles of information. We extended this technique
to support co-located operation, either among multiple PDAs
or between PDAs and a shared tabletop display. Multi-User
Piles Across Space allows users to share the contents of vir-
tual piles and to work together to organize information even
given the screen real estate constraints of PDAs. When a
large public display is available, we allow users to take ad-
vantage of it, while still retaining piles as fi rst-class citizens
in order to support information organization activities.
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