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INTRODUCTIDN

The paper describes inferential manipulations of a representation of
the meaning structure of natural language. It differs from previous
descriptions (1, 2, 3, 4 ) of this semantics-based system, which
have concentrated on the representation itself, and above all on the
procedures by wuwhich the representation is produced from Input
sentences  and  paragraphs  in English, In this paper | assume that
siructure of representation, except for a brief recapitulation, and
concentrate on operations upon it for the solution of a class of
difficult anaphora probliems.

The system described is part of a running system for wunderstanding
anr translating natural language on the PDOPB/18 at the Stanford A. 1.
Lanoratory, programmed in MLISP and LISP1. 8. I shall not in anyway
strose the transltation-into-French aspect of the work, but its
presence provides a continual empirical check of the adequacy of the
inferences and "understanding” described here,

IThe var lier enphasis on the construction of the linguistic base is, |
heficve, fullu justified, The present system is, to my knowledge |,
the mo st comprehensive producer of meaning structrures for
aenersliced nataral  language available at present in  terms of
impleomentaticn  , vocabulary, disambiguation of many-sensed words and
ceferents, ete. Moreover, as | have argued elsewhere (2), it is not
Lthe  duplewmentation of a conventional theory from linguistics, but is
one uith comeuhat different principles of content.

tn vhat T ecall its basic mode, the system already resolves anaphoras
deprndineg an superficial conceptual content of the text words. This
i idnes in the course of setting up the initial representation. |
chall call theea type A anaphoras. For example, in "Give the bananas

to the monkeyco, although they are not ripe. They are very hungry",
the system in ite basic mode would decide that the first "they"
refers to i1he hananas and the second to the monkeys. It can do that
simply  from what it knowus about monkeys getting hungry because they
Are aniwmate, wnd bananas having phases |like ripeness because they are
planto. ALl this information is, one might say colloquially, part of
the woper ficial weaning of "banana "and "monkey".

Thic poaper de-eribes an "extended inference mode" of the system that
Lack lve tuo oihor kinds of anaphora example that I shall call types B

and U, Concidec the correct attachment of "it" in "John drank the
plveskg fram the glase, and it felt warm in his stomach". It is clear
Loadt Lhe pronoun should be tied to "whisky" rather than "glass", but
how it is  te be done is not immediately obvious. Analysis of the
exnapbe {eee hediow) suggests that the solution requires , among other
Fhinas,  an inference  equivalent to the sentence "whatever is in a

pacrt ot X i in the X",
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Anapheras  Like the last I shall call type B, in that the inferences
Ceguited 1o resolve  them are analytic but not superficial, By
analuti ] «imply mean that the sentence above, about parts and
wheleo, is logically true and not in any clear sense a fact about the
veal uorld (bul rather about the meanings of words). What is meant
by "cuperficial” in the distinction between types A and B will become

clear after a discussion of the meaning formalism employed here.,

1 il l aleo discuss type C anaphoras, which require inferences that
Are nai oanalytic at all, but weak generalisations (often falsified in
Gl i ence) ahout the course of events in the world. Yet their
cmp layment here is not in any sense a probabilistic one. In "The dogs
i hawed the cate, and | heard one of them sqgueal with pain", we shall,
in order to recsolve the referent of "one" (which | take to be ‘“cat"
not  "deg"), need a ueak generalisation equivalent to "animate beings
jr ened by other animate beings may be unpleasantiy affected”. Such
pxnreonians  are  indeed suspiciously vague, and a reader who is
o ied At this noint should ask himself how he would explain  (say,

fer comenne  ubeo did not know English well)l the way he knew the
et ent af "ene!' in that sentence. It can hardly be in virtue of a
par Licular  fact  about cats and dogs because the same general
inferoneo would bhe made whatever was chasing and being chased. I
ahall e surprised 1 f he does not come up With something very like

the inference <uagested, and it may be the nature of natural language
iteeld that is worrying him.

The inferences for type C, then, are general expressions of partial
information{in McCarthy‘s phrase) and are considered to apply oniy if
they are adequately confirmed by the context. What I mean by that
witl teorome clear  in the course of wuhat follows, but in no case do
thece expressions yield deductive consequences about the future
course of the world. Indeed, they would be foolish if they did
hecause the world's course cannot be captured in that way. In the
whicky examnple above, it might have been his earlier dinner that made

him feel good.

RBRIFIT RECAP OF THE SYSTEM'S BASIC MODE OF ANALYSIS

In ite nbasic mode, the system fragments texts ( into phrase/clause
lite iteme) and attaches a template to each., A template is a
canonicral  form of connectivity of semantic formulas as follows(where
A formula ie a complex item, to be described, corresponding to a

cenee of an input wordl:

“FloesesF2esaeaeF3
/1A \ [\
Fil F12 F13 F21 F31 F32
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Fi, 2. 2 are the principal formulas of the template and are always
agent, aciion and object (in that order), though any of them may be a
doammy in 2ny particular  example. {( Fl1, F12, F13)is a list of
farmulas dependent on main formula F1 etc. It should be said, in

vimit nf aiher current uses of "template", that it is not a surface
item at all, but a formal wunderlying meaning representation.
Horeover, it does not function within a crude pattern matching

technique, cuch that if some text fragment has no templates matching
it it is throun auay, as it were. Specgial routines are called in such
cituations to construct an appropriate template item. All this basic
material is set out in earlier papers,

The structure of formulas is explained below in some detail, In brief
a formula is a nested list{a binary tree in fact) of semantic
primitives called elements(expressed here as LISP atoms). Each such
formula expresses a sense of at least one an English word.

Let me give an example of a template structure at this point by using

the follouing simplifying notation: any English words in square
brackets [] siand for the meaning representation of those words in
{he Proference Semantics system. Thig device is important in the

expo-ition of the material in that the content of the coded forms can
e ceen immediately, whereas the complex coded forms themselves would
be as hard to read as ,say , a sentence read a word at a time. But
it is important to restate that the rules and formalisms expressed
within {1 are really structured primitives, .and that their tasks
could not be carried out, as some still seem to believe, by massaging
the language words themselves to stand for their own meaning
represcntation.

50 then, the template for "The black horse passed the winning post
casily" could be written (ignoring any ambiguity problems for the
moment): :

(horsel wwes[passed] wswese [post]
0 1
[the black] [easilyl [the winning]

It any or all of the agent, action or object formulas are missing,
the template nodels) is filled if with a dummy element DTHIS. Thus a
temp-late for "The old house collapsed" could be written:

{housel veeolcol lapsed) weeaDTHIS
t
[the old]

In the rcase of structures like prepositional phrases, Wwe consider the
preposition represented as a pseudo action, and the whole template as
having a dummy agent. Thus for "at the Derby", we have:



DTHISwuuu[at]aa»«a[De;bg]
[thel

The reprecscentation of a text(composed of fragments) is then a network
nf these template netuorks, The templates are interconnected by case
ties. The notion of case is discussed in more detail below, but for:
the moment a case can be thought of as tying one template to some
particular node in another template by a link of a certain type
nairc ly  the case tupe, which specifies the sort of dependence the
former template has on the latter. In the sentence "He lost his
ot bel  / in the subuay" (fragmented at the stroke) we might say that
fhe arcond fragoment of the sentence depends on "lost" in the first,
and that the dependence is the locative case, Thus in the
pepresentation, the template for the second fragment would be tied to
the central, action, nocde of the first, by a link labelled LOCA. The
noe on the first templiate to which the case tie ties is called the
mar k of the second template.

fype A anaphora  is  dealt with adequately wWwithin this framework ,
Fouabhly(wince the purpose of this paper is not to describe the basic
el i operation of the system) because Wwe get a denser network of
linmks by coanzidering the formula for the appropriate referent
syubetituted  for  the problem pronoun than with its rivals. A link is
coneidored inaeried, or strengthened , in the network, when a
prferorcnce  is  satisfied. So, if we think of the formula for “ripe"
as spreascing a preference for application to plants, we see why a
clerinet netuork arises in  the above example for correct soluticn,
rather than for one equivalent to "ripe monkeys". The way in wWhich
formnla~ express preferences of various sorts is described belowu.

Mnhee oolved, these type A anaphoras also constitute |inks betueen
templates, from the pronoun variable to its correct referent, Thus
Ihe coainreszed list form of the whole representation obtained from

the bhasic mode s

(CACE MAHK AMAPHORA F1 F2 F3 (F1 dependents) (F2 dependents) (F3

cdeprndoenta))

Ihie inmitial form of representation of a text paragraph is called its
IR Tnterlingual REPresentation), or "semantic block". No emphasis
ha . heen placed  here on syntax analysis of the input, and a reader
iho coneulte (1, 2, 3 or 4) will see that all of conventional grammar

aniglycis  has been done in the course of setting up this form of
representation, An example of such an IREP, for the monkey-banana
example, is given below as computer output.,

Having skelched in the basic mode and its representation, We can now
get to our muttons and sketch in the extended inference mode that is
the heart of this paper.



QUICK SKETCH OF THE "EXTENDED INFERENCE MODE"

The extended inference procedure is called whenever the basic mode
cannot resolve an anaphora between two or more candidates by semantic
link density. In the example about John and his stomach, density
techniques have no uay to decide whether the glass or the wWwhisky is
in his stomach. On a basis of preferred agents and objects of actions
(bhat 1 have referred to as superficial conceptual information) both
are  equally good candidates. The extended inference procedure is
called ., and if it succeeds it returns a solution to the basic mode
uhich then continues with its analysis.If it too should fail to
reduce  the nuwnber of candidates to one, then the top level of the
system tries to colve the problem by default, or what a linguist
would caltl focus. Roughly, that means : assume that whatever was
being talked about is still being talked about. So, in "He put the
bicycle in the shed and uhen he came back next week it was gone",
neither density criteria, nor the extended inferences to be described
here, uill help at all. So the system may as well| assume ,in this
Pimited context , that the bicycle is still the focus of attention,
and hence the reference of "it",

Coneicder again the follouwing sentence after ail the basic mode's
routines have bheen applied:

[1: John drank the+ whisky / 2 DIRE : DTHIS from a+glass / 3 :
and it felt warm /IN 4: DTHIS in his+stomach]

Becuaice  of  the square Dbrackets , this item is a template
rept esentation, The case names DIRE(direction) and IN(containment)
indicate the dependencies of templates 2 on 1, and 4 on 3 ,
respoectively, The DTHISs are dummies added to fill out the canonical
teiplet for in cases of missing agents,objects etc. Further assume
that  Ahe "hi<" has been tied to "John" by the basic mode , and
preaente no problem of analysis. And assume too that the basic mode
provided a4 list of "candidates" for the reference of "it"("whisky"
and Maiues"). because if there had not been such a list of more than
ane candidate the routine under description would not have been
cal bed into play,

Exivaetions e then made from each template in turn,and if and only
it a  teuplatle containe a representation of either an answer word or
the coriablbe pronoun itself. An extraction is the unpacking of
sverip o pas=-ible case tie : both those in the action (second) formula
ci the lewplate and those labelling ae link to other templates.
I thrs example we. obtain the following extractions: which are
templale tike forms as follows (where the first digit refers to the

fraament  #, the second to the extraction, and "+" |inks words with a
caneplbe formala)s

Il luivicky (IN in } John +partl
RS (hhisky (DIRE to) John+part)
5
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21: luhicky (DIRE from) a+glass]

41 [ ?it (IN in) his+stomach]

So, i this informal repressntation He have acquired new
tewpiate-like objects that express, in canonical form, new analytic
information extracted from the existing templates, and from which neuw
inferences can be made. It is postulated that the generation of this
ine>plicit information from the deeper levels of the formulas s
cecential to the process of understanding., These new forms differ
from standard templates only in that their second node, or
peeudo-action, has had a case name CONSd onto whatever the node was
before. Note here that the form (IN in) is not redundant since the IN
locates the cace praecisely as containment, while the English
preposition can indicate many cases other than containment, as in "in
five minutes".

e can  deccribe how these particular extractions were made, even in

Cthe abcence of any detailed knowledge of the structure of formulas:

11 bhae been derived from the template for “"John drank the whisky"

hecanea (rom the structure of the formula for "drink" it follows that
the liguid drunk is subsequently inside the drinker. This is because,
uhen  making  up  the formula for the action"drink", we express in it
that the action consists in causing a liguid to be inside the- agent

of the action.

Again, 12, is inferred because the same formula specifies that the
Piaquid enter the drinker through a specific part of the drinker (his
mouth, of courcel,

21 ie inferred from the direction case of the second template, whence
te know that it uas the whisky that was moved from the glass.

Lastity, 41 is inferred from the direction case of the fourth
template,  nvecouse whatever the referent of it is, it is also in
John's ztomach,

Let us see where ue are: e have obtained new template items that
Yyield ascertive information, but did not appear in the original text.
(As e ~hall see in the detailed treatment below, some of the above
are obtained from extraction, more strictly defined, and some from
what 1 shall call "repacking the semantic block". )

In the poa! for inference procedures uWwe noW have the original
templates that mention either the variable pronoun or the possible
"ansuer” referents, plus the extractions. We also have access to an
inventory of Common Sense Inference Rules (CSIRs) which are of the
form [ Tl - T2], where Tl and T2 are T-forms, that is , templates or
extractions. '



e non try tuo  strategies in turn: first we try a zero-point
ctrateqy, which is to try to identify an answer template (or
exit g tian) and a variable template(or extraction) without the use of
CST ol

The general  assumption here, and it is a strong psychological

dsciumplinn je that in order to resolve these painful ambiguities the
under ~tanding cyctem is going to use the shortest possible chain of
inferences it can., And a zero-point strategy will, as it were, have
ne length a4t ull (in terms of a chain of CS] inferences) and so if it
worke, it uill aluays provide the shortest chain.

Thie ecivateqy is sdequate for the example under discussion, because
e can {under A cuitable definition of matching) identify extractions
Il and  4l,  and identify ?it and the whisky, and we are home. This
(ar the colution of a B  type anaphora, requiring only analytic,
necescari by true  conceptual  information., It should be noticed that
come L fype= anaphoras (defined earlier by the need of weak inductive

inmformation for their solution) can also be solved by the zero point
sirategqy, because some extractions, and in particular those from the
goal cuse l(cee below) , are inductive and non-analytic.

1f the zern-point strategy fails, we bring down all the CSI rules
that centaiin an action subformula occurring in an answer or problem
T-form in the pool, and attempt to find the shortest chain that leads
from some anster to some variable.

Thue, in the centence "The soldiers/ fired+at the women/and 1 saw
several fall", we extract a form equivalent to [soldiers strike
nomen) , since ue can tell from the formula for "fired+at" that the
actinn ie intended to strike the object of the action. We are seeking
for partial confirmation of the assertion [ ?several fall DTHIS], and
cuch o chain is completed by the rule [X strike Y] - [Y fall DTHIS] ,
though not Ly & rule equivalent to, say, [ X strike Yl o [Y die
DTHIS), since there is nothing in the sentence as given to partially
confirm that rule in a chain, and cause it to fit here. Since we
are in  fact dealing uith subformulas in the statement of the rules,
rathier than natural language words , "fitting" means an "adequate
mateh of subformulas",

1t ie conceivable that there would be an, implausible, chain of rules
and oxtractions giving the other result, namely that the soldiers

falis [coldiers fire DTHISI A .[X fire DTHIS] - [Y fire+at Xl -

Y strike X + [X fall DTHIS] etc.,based on the assumption that
things that fire guns get fired at ("...he who lives by the suord
cshall perish by.....") . But such a chain would be longer than the

one dlready constructed and would not be preferred.



MORE ON THE BASIC MODE
Formulas

Formulas  are structures corresponding to senses of words, expressing
their meaning. Much of the bhody of this paper is concerned with the
manipulation of  such structures, and the extraction of information
from them, <o it is important to have some general idea of their
conc truction and interpretation.

Formulas are binary trees , expressed as |lists, of semantic elements,
punctunted hy right and teft brackets. The elements are either case
elements,  or  actions such as CAUSE, STRIK, CHANGE, or items such as
THING, MAN, EVNT. I am using, as examples here, element names that
are  aolf-explanatory Anglo-Saxon monosyllables, but there are about
VE i uree, and some need informal explanation, such as GRAIN, used to
meon Metructure”, There are also elements |ike KIND indicating
Aquai i b iere, and efements (indicated by and initial %)} that stand for
clacoon of other elements: such as xANI (animate) to cover MAN, BEAST
ancd T OLE (haman groups) ., In addition , most elements have a negated
feoom  MOTK, wuhere X is the element name. | assume here that the use
ot linguistic primitives of this general sort, that are not logical
piredicates, necds no ocpecial defense at this point.

The moct important element in a formula is its rightmost, called its
Fvead, This indicates uhat general sort-of item, or action , or type
ihe ord  sense  expressed corresponds  to: for exampie, any word
corcon corresponding to a human being will have MAN as its head.

Simee formalae are binary trees of unlimited depth, they can be
continveg by cubdivided  into pairs of elements and subformulas, doun
P b tevel of ihe cemantic primitive elements. This process s
cpivabent to cither building up the formula, or decomposing it while
interp o ting it, At cach stage there is a dependence of the left
hatt  of  anyg  pair on the corresponding right ¢ this dependence is
o bher ot !

Ca) iiem (gent or uhjecl) on action
(L) panat i Dier on dtem or action
(e} 4 cace cpecification on action or item.

in o onu particular esample the interpretation is unambiguous, once we
o the ranae of  functions of the elements in play. So, the

b ot b a (HAH WRAP) always means "a human envelops
o thiina"because  WRAP is  always an action when in the right hand
paocition  (and always a qualifier when in  the left,dependent,
provei Lion. I't is never an item) and MAN is a agent not an object in

thiz example (it wouled be an object if in the representation of "a
homan  heing s enveloped")because agents of actions may be unmarked
o lhongh abjecis are never unmarked., Conversely (WRAP THING) is a

8
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container, since MWRAP is aluays a qualifier when in the left hand,
dependent, position in a pair i

An important notion is tat of the semantic preferences that formulas
can expenas, Consider the formula for "grasp"of objects:

“rranp factionl) - { {xAN] SUBJ) ((»PHYSOB OBJE) (((THIS (MAN
PARTYYTHSTY (TOUCH SENSE) ) ) ))

The case eloments SUBJ and OBJE occur at the top levels on the left
of the formula, and at that level in an action formula they express
the preferred agent and object of the action concerned.

Thus, aracping, in this sense is an action preferably done by animate
feings (xANI) to physical objects (%xPHYSOB), and consists in a act of
consing, by touch, and done with an  instrument (INST is the case
element) which is a part of the body. When | say "prefers" here, |
mean that , if  the preferred agent or object cannot be found,
A template is constructed with whatever s available. Thus, “The
robot  grasped the Dblock" would never be rejected; it would only be
lecs proferred than any possible compsting interpretation that had an
animainr  agent. 1 have argued in (2) that this approach to rules of
formation has unsuspected consequences for linguistic theory.

But ue nould also expect another formula to be available for "grasp",
one such as:

Tgrasp” laction2)s ((xHUM SUBJ) ((SIGN OBJE) (TRUE THINK)))

I Ahin sence, ue have an action, preferably done by human beings to
signe {uhich could be ideas, principles etc), namely of thinking them
to he true, or adeqguate, signs.

The procedures of the basic mode always fit this last formula into a
templiate  structure for "He grasped the principles”", and the other
formula for "gra<p” into the template for "the boy grasped the toy",
by means of the preference and semantic density technigques described
in eartier papers. These preferences for agent and object are part
of the "superficial conceptual information" referred to earlier.

A fru ather rules witl help to clarify the notion of "knowing our way
vound a formula " dhen interpreting it

At are dwplicit  (need not be  specified by SUBJ case)
unlese (1) they  ocecurr at  the top level in an action formula as
deccribed above, or they attach to the head of a formula , as in:

"patient" fitew) o ((NOTPLEASE FEEL) (SUBJ MAN))

Here o thie normnal order, of agents heing to the left of (= dependent
on) the correspanding action, is violated, since MAN is the agent for
FEFE . uhile at the same time being the head of the whole formula.

S




Thie violation of order in search is indicated by also violating the
order restriction that normally makes the SUBJ case element the
aoverno (it ight hand member) of the pair in which it occurs. The
Correoponding tule of analysis is "On encountering SUBJ as dependent,
ewpect action tor the agent to follow to the left".

Py o be, heeever-,  are  never implicit. Moreover, an object is
comeidereod on ebject of all actions to its right. This enables us to
pxpreas  the iwmportant notion of real and apparent agents of actions.
So for example ing

"Yiredal” (action)-
(MM SUBJY (GeAaNT OBJEY ((STRIK GOAL) ((THING MOVE)CAUSE))))
Thie action (dons preferably by human beings to animate beings) is

one  of causing A thing to move (the bullet) with the aim (GOAL case)
of <lriking something, Since %AN]l is the object of all actions to its

"right, it the object not only of CAUSE, but also of STRIK. Hence the

striking is alcn of thesame animate bheing. Moreover, THING (the
bullet) ie internally the agent of MOVE, not the object of CAUSE,
which is corrcct as far as the meaning of "fire+at" is concerned.

Cuacen

At prezent ue apervate nith a distinction system of ten cases, which
are lieted below, together with {in capital letters) the semantic
olewents that represent them, the gquestions that define them, and
examplec of sulbiiormulas expressing them. Defining a case is a tricky
matier, but the question method is reasonably adequate. Note that
the sobhformulsa  examples are of those parts of a formula that would
meprens that notion AS PART OF THE MEANING OF A WORD. The subformulas
Ao nal o, nf course, how the system would express the quoted words if
encountered in a text, when they would be represented by a template.

Fecipient:  FOR "for a woman" - ((FEM MAN)FOR)
nhat/uho te? uhat/who for?
instruments  IN3T "with a stick" » ((LINE THING)INST)

tuhat with? by wuhat means?
divection:  *01RF (see below), T0, FROM ,UP

"from the top" - ((UP POINT)FROM)
er s to uhere from?  at what? out of where? by what?

poesessive:  PDSS "“ouned by a man" - ((MAL MAN)POSS)
iho ouns the thing mentioned?

10



locatinn:  LOCA "at that time" -+ ((THIS(WHEN POINT).ILOCA)
uhen? nhere? gkhere at? hy what? in what time? near what? at what
time? cduring uhen? hefore when? .

containment:s T "in a glass" » (((((FLOW STUFF)OBJE)WRAP ) THING)IN)

Pt ?

I A S0OUR ' "out of wWwood" - ( (PLANT STUFF)SUUR)

outnf what? from uhat?

auats  GOAL
"o S to strike a woman"-
(( ({(FEM MAN)IOBJE)STRIK)GOAL)

to thatl end 7 for uhat purpose?

Accompatimenl: LUITH :
"without a glass"-»>(((((FLOW STUFF)OBJE}WRAP)THING)NOTWITH)
arcompanied by uhat/who? with what/whom? Without what/whom?

cubject:  SURBJ uho did this?

nbject:  OBIE ohe/uhat was this done to?

Crerdain cases  above have negative forms leading to additional
elemente (01TF0R, NOTPOSG, NOTIN, NOTWITH.

Ioase wdewments have  tuo functions, and occur in two sorts of
cone brae b ianes fornulas and IREPs. In formulas they express part
G thee meanitng of oA uord sense. Thus in

“ving T COUIPAR THING) INY (((FLOW STUFF)SOUR) THING))

e e Al a deink has a liquid source (FLOW STUFF) , and is in a
coond e (WURAT THING) The other function of these elements s, as
Alveady explained, the name of the tie between the template for some
froaogment and =ome part of another template.

#OTHE i the name of the class of direction case elements (70 and
Ry wnd it occure only as the indicator of the case of a fragment,
never in formutas. Conversely POSS occurs only in formulas, never as
Lhe indicator of a fragment case.

Coce information  is only included in a formula when it is specific:
Gt e can wanu uhat aspect of the case is involved., In  the formula
for  "poor ', tor  example, e include a direction specification for
cdaovnoacos CHOTHP FOINTIT0) .- Houever, inthe formula for "move" we do
not o include the olement 10 or FROM, even though movement must in fact

b in o coome cirectinn, since have no reasonable expectation about it

A we o nith "pour". Sentences containing "move" may very well go

on la epocify the direction involved, but its association with "move"

iz canceptually arbitrary and ue cannot expect any confirmation of

expectations thatl would, say, resolve ambiguities. In this respect
11
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the cystem differs from other systems that do create case
expectlations for uide classes of actions, wWhich are essentially
uncpocific, «s in  this example, and 80 we would claim unhelpful
somantical by,

Tite IR, or semuntic block representation

Uihat dtelloas is  an &!)é-"il')li)le of an [IREP for a pair of English
contenceas, The format of the block is the list structure described
carlier. as the result from the basic mode of operation. The only
differconce  fram thai format is the presence in it of the stereotypes
from uhich French io cubsequently generated(see Wilks and Herskovits
4, W ~bovite B), The French, as generated from the block, is written
Abhove 'l print out of the block itself for diagnostic purposes. The
appr an iate context-sensitive stereotypes are drawn into the block
diring omalysis, along with the formulas. The process of generation

i then g rocursive unurapping of the block.

LIVE BAIANAS 10 THE NONKEYS ALTHOUGH THEY ARE NOT RIPE! THEY ARE VERY
HIH Y

DUNHEZ DES BANAMES  AUX SINGES BIEN QU' ELLES NE SOIENT PAS MURES |
IR TR S B Y D UL ) P _ :

COfy vl BABAMAS)  ((EX NIL  NIL  ((IMPCLI))) 4 (((THIS DTHIS)
Pkt 00iss ((xENT OBJE) GIVE)) GIVE (DONNER)~ ) ((MUCH (((xAN]
S D AR SRMSE) WANT) ) (OBJE PLANT))) BANANAS (FEMI BANANE)) NIL
MIL vy ((FTO THE MONKE~ YS) ((PTO (GIVE) RECI ((&PREOB A)))) 6
(OO 0THIS) DUMTHINGY ((THIS PDO) PTO NIL) ((THE (MUCH ((MAN LIKE)
BE A~ i)y NOiKEYS  (MASC SINGE)) NIL NIL NIL)) ((ALTHOUGH THEY ARE
NOT 170 1) ((ALTHOUGH (GIVE) CONC (BIEN QUE (SUBC~ L)J))) 1 (((MUCH
(CCHATLD SURY)Y ((TASTE  SENSE)  WANT)) (OBJE PLANT))) (THEY BANANAS)
( (w0l v TASC PLUR)Y) ) ((NPRES ~  (BE BE)) ARE  ((IS_OBJECT HUNGRY)
AVIOIR (DIROB  Q FAIM))  ((IS_OBJECT THIRSTY) AVOIR (DIROB Q SOIF))
({15 NBIFCT AF~ RAID) AVOIR (DIROB Q PEUR)) (ETRE)) (((PLANT POSS)
(Al (CAN  USE)) KINDY) RIPE (MUR)) NIL NIL NIL)) ((THEY ARE~ VERY
HUNGRY /. ) ((NIL NIL NIL TCINDCL)))) 1 (((THE (MUCH ((MAN LIKE)
BEAZTYY)  (THEY NONKEYS) ((PRON & MASC PLUR~ ))) ((PRES (BE BE)) ARE
((1%_ 0B JECT HUNGRY) AVOIR (DIROB Q FAIM)) ((IS_OBJECT THIRSTY) AVOIR
(DIRNES 17 01F)) ((I~ S_OBJECT AFRAID) AVOIR (DIROB Q@ PEUR}) (ETRE))
(C(xANT FO3S) ((((TASTE SENSE) WANT) STATE) KIND)) HUNGRY (AFFAME~ })
NIL (C(WICH HOW) VERY (TRES))) NIL)))

12
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THE THPLENMENTATION OF THE EXTENDED MODBE

There Sre threo parts to the extended inference mode: the REPACK
rontioe fhat takes the TREP block and repacks it; the EXTRACT routine
shich produsco oxtractions, new knowledge not explicit in  the text
avierbus el and INFER S uhich  tries to link an answer T-form to one
cvpn e ding oo problem  variable, that is, a text pronoun giving
troubidbe,

itie REFPACK routine.

Ihrie atteapts Lo replace dummy nodes in the IREP wherever possible
hefors  handing the vhole representation to the extraction procedure.
Thie repiacenent is itself a complex form of inference, sometimes as
comples e the inference routines on which we are concentrating here.
Houvwever, there ic no pretense  that these procedures are mutually
ot ganiced in any hieracchical  fashion, so wWe may legitimately

cooncente ate ror o gttentian one a single process in  this way. The

o es of  dhowmyg rewnr i ting done by REPACK, in the construction of a
et bibock TREFE from 1REP, varies with particular action cases.

I ue iook hack at the informal extractions done from the "John drank
the uhisky, . . " exanple , We will see that the new T-forms 21 and
Al are aetunlly obtained by filling in a dummy agent in some templiate
frrom a node in another template, Thus from [2 DIRE : DTHIS from
ateclasal e obtained the new T-form, numbered 21, [uhisky (DIRE from)
Atglassl. Thi~ uas done by filling the dummy agent node of the
template for "with a glass" with the formula for "whisky", and
shifting Lthe direction case marker into the pseudo-action. This is
a repacking, not an extraction proper, since the T-form obtained
simply replaces a template "assertion" already in the representation.
As ne zhall see, a true extraction is a new T-form altogether.

Let us pou distinguish replaceable and unreplaceable cases roughly as
tollous The dummy agent in the second (instrumental)template for "He
lvit hie Tather/uith a club" cannot be replaced to yield any form
ernivalent o [father  (INST with) a+clubl. So we may say that the
instrumental case in unreplaceable. But the dummy agent in the
srcondfrecipient)  template of "He bought the flowers / for his
mether™ can be ceplaced to yield a form for [flowers (RECIP for)
hi=vactherl and o cecipient case is replaceable, and is replaced by
Ly (RN AEEE ) Lien of REFPACK.

A dhe top deve ! REPACK can be written in LISP as:

REPACK (IREP)~ IREPR

13



ithe 1706 0 1 octine

PYivadi i fakee each T-form, or template-like item, in IREPR in turn
gt nonbaces 0t modified if necessary, in a new block I[REPE,
forldacet o T farms  extracted from it. At present, extractions are
ondg woedbe from desnplates 1hat contain either one of the possible
grccei o, o one of  the variables of the problem. The former are
tempelato~ containing a formula for a word on the list ANS, the latter
gt e cemplate~ one of whose nodes is (QUERYMARK THIS). Any templates
ot contain i ther an ancuer or a variable are simply transferred
tnehangesd from TREFR to [TREPE.

Thus the waneral form of the extraction routine at the top level is
-ATRACT (IREPR ANS) - IREPE

Pakitig  wach temptate in turn, Wwe first consider those processes that
modity it, i then those which produce new T-forms from it. In the
Fic~t  rcatogory  come manipulations to do with negation, and uwith the

SUil b o it cases,

Jf an agent objact formula is negated, the negative item in its
forwala i removed and the head of the corresponding action formula
i nedqateod, bhecause all  the subsequentiy applied inference rules
canonically megate the action. Thus, in [l notation, we would achieve
brg This procedire the coded equivalent of

Llobn drank notgind=ldohn not+drink gin)

Cach agent and object formula is then scrutinized by the question
“doce it satisfy the preference expressed by the corresponding
aciion., |f it does not, does any "of-phrase" qualifier of it do so
inztead", [f so, replace the agent or object by that "of-phrase"
aqualificr as the true agent or object.

Thie:
{ el drank adglases+of+uinel » [John drank winel
[Adaroupteafiuomen drank winel -» [Women drank winel

The wain phase of EXTRACT takes the action formula of a template and
moves  lefiwards  through it seeking case heads (other than SUBJ and
[IEIRINR I If it finds ane, it asks is it replaceable, and , if it s,
FATHALT  donks At subsequent fragments to see if REPACK has already
cepdacod it,  Lf it has been replaced it is forgotten, thus avoiding
thee  came  case  information being extracted twice. It detects that
REFALE has made such a replacement by finding the case name itself in
the peecuda-zction of a succeeding template, and a replaced dummy as
the covrosponding agent.

14
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With the goal cacze, for example, the dependent of the case element
hedoamee  tThe aclion of the new T-form. In this case, as uith every
othor, an attempt is made, on finding a potential agent or object for
ftve e T-farm at the top level of the action formuia of the template
vl inepeclion, to identify it with the main agent or object
formula aof the template. If this can pe done, the agent or object
formata of the orginal template is used, as being more specific. For
wxample, in  exlracting from the action formula in the template for
“Jobn fircdrat the deer", we find the goal case in [fired+at)l, with
dependernt  3TRIK,  which is the attempted action., The object of that:
gedion, found lo its left, is %AN] wWwhich can be instantiated by the
tarmula for "deer" in the main template., namely(THIS BEAST). So the
latler is used as the object of the new, extracted, T form [John
ctrikes deer), , since "deer" is more specific than "animate being".

For most other cases (recipient, direction, location, containment and
SO e )G the case element provides the new pseudo- action, and the

ot ohiect itenlf o is specified as the dependent of the case element.

Pive e agent is found as follows: it is  the highest level object
dcdtual i available of the action that dominates the case (to its
imme it right in the formula)l.

S oin the formoia for "pour" in "1 pour the wine"
{ G SURD COFLOW STUFF)OBJE) ((((WRAP THING) TO)MOVE)CAUSE) ))

pee cneonunter (woving leftuards through the the formulia)the direction
vase in theeubformula  ((WRAP THING)TO), implying that the (FLOW
STUEEY , diquied, which is the highest level object in the formula, is
morved i Ahe  direction of a container, or (WRAP THING). The case
cloment TO i« dominated by MOVE, whose highest level object is (FLOW
ST, ihich  would become the pseudo agent of the neuw extracted
F~foim, but «ince it can be identified with the object of the old
tompdbato,  namely "uine", it is, and that becomes the pseudo-agent of
blye e T-farm, since it is more specific that "liquid". it is.
(WAL THING), the container, becomes the object of the new T-form and
the ditvction cace olement becomes the action so we get an extractted
form

C COGIAR OBAEYLTASEY (FLOW STUFF)) (70 PDO) (WRAP THING) )

phiiede ie Tuine (UDIRE to) some4container)

The THEDCD rouline

[hie prontine has Access to the representation IREPE produced by
Crltiar i, ANS anmd T51R, the inventory of common sense inference rules.
[te e at the ltop level is

INFER(IREPE ANS CSIR) - ANS’

15
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there AHS' is either ANS or some sublist of it, preferably containing
onlu s <ingle item, the solution.

VilFER il iries the zero-point strategy: trying to match some

T -farm nith some variable T-form directly, wWwith no use of CSIR

tolen, Matehing here means that the two T-forms as arguments of a

fume tion HATCHT produce a non-nil result, which Wwill be a {ist of the

corveaponding, but non-identical, nodes in the two matched T-forms.
"

Thus the colution of the example "John drank the whisky. . . . . is
obiained by the zero-point strategy, and rests on the matching of the

tuo T-t1orme:
luhisky (IN in) John+part]
[ ?2it (IN in) stomach]

heore MATCHT  returns  the tist ((?2it whisky) (John+part stomach))
containioag  the ansuer, No such match can be made for the alternative

Coolution "glass”,

Ihee overall principle of inference at work is to select the shortest
poccible  chain of inferences, on the assumption that an ambiguity of
ancder standing of this sort should be solved in the most shallow way
poesible, lect the situation becomes intolerable for the
undor ctander.  Thus a zero-point solution, if available, will aluays
he 1le shortest possible chain of inference.

It the sero-point strategy fails, the CSIRs are called , stored as a
liet auemasible by their action subformulas, and, moreover accessible
from boih "antucedent”  and the "cansequent" action subformula., At
procent uo o cope anly with inferences of length one those which
pecuirse  only a single CSIR for their solution. However, it shouid be
poswibhile to extend the present strategy to at teast length two; and
frope bbby they il almost never be any longer,

Lot e look once more at the example "The soldiers fired+at the women
Joard boau Jeeveral fall", We have to resolve "several", which cannot
b dune by The basic mode since both soldiers and women can equally
e bl fail. Let us <et out the fragment representations and the
vl actions aobtained as followus:

I Lewmbeiors firedat nomen)

11 teoidiers fire THING]

P el divera atrike nomen)

SO0l cmn DTHITO]

D00 Proveral fatl DTHIS]

210 Pewveral (NOTUP BE) DTHIS]

16



[r .
!
{
!
!

v

e

—

The inventory of rules is searched for those containing any action
subformela vecuring in a T-form in the pool that also contains either
an Maneuer"  or a "probiem variable". In this case we pull in a rule
informally expressed:

[ 1 strike (xANI 2)) « [(xAN] 2) fall DTHIS]

Here  variables are indicated by numbers 3 xANI expresses a
resteiction on Lthe variable that any value of it must be animate, and
the double « indicates that this rule can be considered as running in
aither direction.

This CSIR form is of course a more perspicuous form of:

(1 (THIS STRIK) (%ANI 2} )} e ( (xANI 2} (NOTUP BE) DTHIS )

uhich would  of course cover a wider class of activities than simply
the Cnglich verh “strike". It would cover at least "hit" ‘"batter"

Cete, Ao oueli.

Thue o chain of length one is established by the rule from T-forms 12
bt B, aince the "animate condition " is satisfied and the variable
Teeveral is ddentified by the rule with the formula for "“women". It
chould e noted here that the inference rules are very Weak in that
the application of a rule |(ike the present one is perfectiy
consistent with the description of a situation where an animate being
i struck in some nay but does not fall. And this weakness is wholly
intentional,

One important inflection in CSIRs is whether or not negation is
significant in  them. The negation of the action in a T-form is
nmormal iy significant. Consider "John drank no gin / in his martini /
but it felt uarm / in his stomach nonetheless", In the template for
the first fragment, shifting the negation to the actien, and
extracting for the containment case from the formula for "drink", we
shall obtain a T-form

[gin (MOTIN BE) containerl
and another
fgin (NOTIN BE) .Johnl

Converecely we ~hall abtain , by the same method, from the second
template  fwartini (IN BE) contdiner ] and [martini (IN BE) Johnl. In
truing to tie only one of these drinks by matching to the extraction
[ ?2it (IN in) John), we shall, without the use of CSIRs be able to
et the ANS list doun to a single member, namely [martinil, since
MATCHT will show us that [ginl cannot stay on ANS.

17
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Hevaover, i e apply  the same analyses to a sentence |like "John
andcd Ahe car /7 oin the nindon / and he knew /that he would get it",
pe bcn the carrect referent of "it" s "car" and not "window" and we
“hel b ot s nelves linking the first and fourth T-forms wWwith some
vuade ok oas L CkANT 1) mant 21 - [ (%xANT 1) have 2]

bod ool i b dhe point, i f the same sentence had concluded ". . .
bt hee knen he goubd not oget it" we should have required the same
rule et e same ansuer,  this  rule has its "consequent" action
war b o s hen that negation of it is irrelevant to its application.

Fhio antereatiad method can be seen to be non-deductive very clearly
At tleies paint sinre it could be said to be of the farm A-[B v -B),
phvich i ot g rule with any content whatever in a deductive system,
et e ol hiere i clear and necessary.,

CLEMER AL D e e fON AND SOME PARTICULAR COMPARISONS

Phee o tem described  cannot  be  considered in any way adequately
. parctiyg because no one has any very clear idea of what
cone b bigtee s teet in this area. But even to qualify, the basic mode
mus i e choven 1o he stable under a considerable vocabulary and range

o f conzes  for pords, and the extended mode must be shown to be
determinats with a decent sized inventory of CSIRs,

Tere Lol

The A1 ategies now enploye in this extended mode will also be those
cmp boned in a0 general discourse ambiguity procedure to back up the
hasie wade” ppraesent ability to resolve ambiguity within a small
context  of g few fragments, Ambiguity over a context larger than
that v~ vare in discource, just as is ambiguity of the sort discussed
ino i paper. but  ne  should be prepared for it in an adequate
uneler o s,

Ihe wport e o ibed has 3 strong , and possibly naive,  psychological
G ion, nanely  that  chain length is a reasonable metric to
oo b ey ed inferential interpretations. I think it is
reaconahbe,  and that the  tension introduced into understanding by
prolongad unresnived anbiguity has been overlooked.Notice here that
chain=tonagth ne number of CSIRs emplioyed, not counting
ex b actions, Hence | different ways of writing down formulas will not
attoct chain bength,

HMaprenver, 1 uould  justify the principle as being essentially an
cedoncran of uhat 1o ocalled semantic preference (Wilks 2) used in
e bt ap thee hasic representation, That preference was justified as
A optineg for the "semantically densest" interpretation which was, |
AR tive  ome  Yugith  the least meaning" (in the sense in which a
i o0 randdem nords carries  the maximum  possible information).,
T bar by, the ehortest chain of inferences also minimises the
it madinn in piay, and introduces the least extraneous inductive

18




infaormation into the system. It is clear that such a notion of
information based choice is ultimately inadequate. We only have to
concider a4 centence like "] was named after my father" where it seems
clear that ue exclude one interpretation simply because it contains
vitually nno  information. This alone shows there must be some
quatification tn a "minimising information" theory. However, the fact
Ll d a1l available theories are Wrong, by no means puts them all in
the same position. | think such hypotheses about the overall manner
in o uhich an understanding system endeavors to maintain its coherence
are uell worth making and testing, and that they represent an aspect
of  human  lanquag? "cowpetence" almost wholly ignored by current
Pingui-tics snd arvificial intelligence. 0One could make the point
more precise  as follous: virtually all the systems in those areas
define "cucceec", that is to say the success of a particular parsed
represantation uith  respect to a text. What they do not tell us is
nhati io do uhen o number of success are registered, as is almost
Alvsye Ak cawe in realistic practice. But human understanders do not
just ccept the many, or opt for the first they find, or pick one at
Fandomn: they prefer one in particular on some principled basis.,

[t ie for this reason ihat the subject investigated in this paper
cannt be o treated in isolation from an  adequate linguistic base
gy tem, as  =ome seem to think. The inferring of a correct
interprotation is intimately related to the systematic exclusion of
compeding  interpretations, and any system that cdoes not allouw
realicotic ambiguity of sense and structure in-at the start can hardly
appi o eciate this point becauce thed difficulty never arises there, but
then neither ders one essential aspect of natural language either. I
Favs developed elseuhere (B} an abstract view of meaning along these
iness that to have meaning is essentially to have one meaning
NATHEDR THAM ANOTHER. Or, put another uway, having meaning essentially
involves procediures for the exclusion of alternative interpretations.
Thie., i helieve, iz the residual truth lurking beneath the
“pocodion b oview of meaning", a thesis which when taken a face value
ie patentty falae,

f et e wmention  a cleosely related shortcoming of the micro-world
approach ta nataral language analysis: it concerns what 1 believe to
fve o endemic muddle in Al about the notion of "inference". Let me
sl b oreataling the obvious, not from dry motives of clarity, but
hecanee 1 helieve the muddle has important practical consequences in
the arcqa of natw al language understanding.

[fore are come  inferences, in the bare sense of that word, of
tpanarlions that people might make from one assertion to another.

(iYALD fneglishmen are untrustuorthy and Cecil is an Englishman, S0 he
oo e baor Ly

{(ii)Ceril iz an Cnglishman, SO he is untrustworthy.
(iiidThie is triangular, SO it is three-sided.
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I take it that (1) is a deduction, true in all possible worlds, and
quite indepencdent of the meanings of the words "Englishman", "Cecil"
and Muntoustoor thy",

{(ii) i~ an inference , simply and solely, and certainly not wvalid,
phether or not it happens to be true for some English Cecil.

{(iii) v a valid inference, true in all possible worlds, as they say,
herauee of {he cantral weanings of "triangular" and "three sided", a
tact  that ic -ometimes coxpresced by saying that the premise missing,
for Athi- to be g deduction, nawmely "all triangular things are three
siced” to ansdgtically true.

LAt ie the point for our purposes of all this dogmatic and
semi-Araditional claseification? Simply this: the extra-conceptual
{ont~ide  the semantic dictionary, that is) CSIR inferences of the
wor b e, have discussed in this paper problems in text, are of type
(iil, Theee inferences could function as part of a deductive system
vy the Aarddition of sufficient inductively wunreliable premisses to
conver !l ihen to form (i), Theu could then function within established
cediuctive machinery, such as first order PC, PLANNER in one of its
mocdes of oprration, etc.

But there mayw  bhe no reward for doing that, at least in the case of
natural langquosge analysis, because the conclusions reached can be no
mer e reliable  than  the dubious generalisations functioning as
premisera, whatever the pouer of the deductive machinery intervening.

In thiec paper 1 have described how such weak information can fulfil a
profdlem calving role  in natural Janguage analysis, in terms of a
nolion of "adequately confirmed" inference in context., But that does
not 1 equite the derductive machinery at all. .

My poinl  will be clarified here by noting two research situations
het n, by contracst, the deductive machinery may pay its way: (1) in

robots and (D)in simulated micro uorlds,

In the ca~r of & robot, really moving about in the world with
deductive by wanipulated information and plans, the world itself can
provide a4 clear cence of contradiction., If the robot’s deductions
tell it tie o aoore i3 open, hut it bangs into the firmly closed door in
fact, thenm the coanclusion is contradicted and the preceding premisses
can he reewamined, as uould he the case with a scientific theory
Cetudedd Lo umeiecesnful experiment. That is to say, the premisses may
b el iable, oot because there can be contradiction of conclusions
tfie  dedur tive machinery can transfer the "not" back to some premise,
dno i f o tuting o oscientific theory. (though the question of which
ptemies il chonld be transferred back to is very difficult of course
[



Thie =itoation ] maintain is gquite different from the analysis of
Cont oo o baeal o language uhere there is little or no expectation
of conti i Lions if, in understanding the text, the understander
vl e oy by anfer e A, there is little or no chance of encountering
fve ae g bion A in ihe text in the near future. A robot could in
P i ip e conduct i lian experiments, and in the case of a dialog in
orbor ol boyepaye, ane o aluags step back and ask questions of the
Dot oo . bl o undwr;{nnde texts without experimenting on them. The
pin et cagstem koo me o claime at all to discover such  contradiction
i aeneral o ouag and to backtrack having done so, to the next least
preterced interm etaiion, And at the moment no system is in striking
Ao tance of coachoan ability. .

The rcace  of oimulaterdd micro-uorlds is different. Here there is no
controelis tien ot oail, bout there is no need for it since all premisses
RTER in cffoct, analylic, and no real information can ever enter the
g tew, o owauple, after executing the command "Clear off the top
af o Al e Bbock” . it is clear by definition ,apart from the
peves ihi ity of definitional contradiction. No lingering and sticky
G e 4t ed can reinain tao imperil the stability of the house of
For b ks clieagd b pe g bty Tt will be clear that such situations have
REERE to o aith the unreliable inductive information required for
the anabgosis of natural tanguage.

My wain point here has been that if there is no payoff to be obtained
from A  otronag deductive approach to natural language understanding,
Pt i e e brong cace forr pursuing it. This position is different
tram, thaughl  quite consistent with, the position that distinguishes
P bepeen rac e and dednctions in formal fields, and urges the pursuit

ot The invesiiaalion of the former: that is to say, the search for
Phe e il principtes it work in a field rather than a search for an
Sviovac bttt tegs o of principles about whose content we are ignorant. An

i
i
]
i

St ion ni Lhe deductive position is that their method does also
proviode  principles of content, or human competence in this area, and

nat o mer cby the formalisation of principles that could be expressed in

ol ot hen H-fﬂ__l.

Alter fthose clarifications, some very brief comparisons follow
hetoeon the nork Jdescribed here, and three other Al  approaches to

bancnage  ancoratanding e those of Charniak(7), Schank(8) and
ivmogr o 00, Detailed comparison and criticism of systems is not
bt opt cats hece,  and I ogive only brief general remarks, in orderto

cantrant dificient systems along a number of dimensions; which are
(aYthe adeqguneoy  of  the linguistic base constructed or proposed, in
berme of appiication to esveryday texts in English. {(b) the degree of
fmplementation  and  the definiteness of the task proposed as an
cwplication of the elusive notion of ‘“understanding". (c) the
placineg of the cystem within the inference-deduction opposition. and

()t dwmplenentation of & preference system that both prefers
ceriain interpreiations to others on a reasoned principle.



(A)Uharniak  does not consider the linguistic base essential , and is
not ponciicualarly interested in the ambiguities of sense of words,
YRR ie  thm moot adogquate linguistic base of the three, and the
aree 0 eee e o the present system in general presuppositions.
Wirerr ™« cuctem  ie restricted to unambiguous simple words, and a
Featig v igpe anatysis of their meaning., Even if the words had only
ianle TR R it is doubtful if the meaning of complex concepts ,
il b actione, could be expressed in that way.

gl niav "o cyeten ie not intensively implemented but has a very
debimi e tack defined for it, the resolution of the sorts of anaphora
prob e b o ed in this paper, | think the strategies  Wwe advocate
o Lhe problen differ chiefly over whether or not the rules form an
v e at b betalbity i f expressed at the word level, as he does, and
e boahe e ene newsds the facility to chain CSIRs, or what he calls
olewor "o Tehienk'e cysten is on the verge of implementation through
1i soqune tien of A nunber of large programs, However, at present it
o nad s ddivected to a specific task in the inference field,
ther teanion of inferences per se (as distinct from the drawing
ol thewm o i alution of some problem or performance of some task)

NN

P e ey mest e to Asseess, The "inferences to be drawn from x" is
ot et dedinedd notion, outside the pages of detective fiction.
himoeg oot < tem i completedly  implemented within its original

cereiign aodd directed do o precise and assessable task. Its merit, as
the ampdemontat oo of an existing theory of grammar, is often said to
e Bt ind vconnec Ling the  syntax  and  the semantics (Minsky and

TR IE I Y B I Mhie is an odd remark, in an Al context, in that it
o e s canventional o and traditional distinction (semantics and
o, fo i) that  much work in semantic analysis by computer
Cocdonedi d the present work for example) has  found unnecessary in
P e The remnsrk  is  interesting in view of the same authors'
cep b i ihe perception-cognition distinction as

vt oot ltoal o and diepensible.

Co b liithy inference and deduction I do not feel on sure ground because
it heood te goneca the  authors'  work, since, naturally their

cov it o ter - ot designed  to answer  this question of mine.
oo over b Piaation s complicated by the fact that some of the
Author - ges Mdedociion to cover processes that are almost certainly
et bedue Tive 3ol o My feeling is  that Winograd's system is
dedie bive ind thal Charniak's and Schank's, like the present one, are
et dhedt e e man, theo latter call in inference rules uwhose
apprication i deterwmined anly by by the possibility of fitting them
o tical by ta the tanguage context in  hand. Any clarification
foom the author s on the relation of their work to this distinction

i b be gratefally received,

i point () my central one of preference and choice betueen
toderpretalions ] ithink nothing has been done by the authors , and
pociops theg belbieve that there will aluays be one and only one
intorpretation  successful in terms of their rules, or that the first
foand ittt do. uillian, is, I think, the only worker in the field
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Hho has given any

attention to this question.
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