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! INTRODUCTION

iN The paper describes inferential manipuiations of a representation of
| the meaning structure of natural language. It differs from previous |

descriptions (1, 2, 3, 4) of this semantics-based system, Which
have concentrated on the representation itself, and above all on the
procedures by which the representation is produced from Input
sentences and paragraphs in English, In this paper | assume that

| structure of representation, except fora brief recapitulation, and
\- concentrate on operations upon it for the solution of a class of

| difficult anaphora problems.

The aystem deccribed is part of a running sustem for understanding
and translating natural language on the PDPB/18 at the Stanford A. I.

Laboratory, programmed in MLISP and LISPL, 6. I shall not in anyway
C stroce the transiation-into-French aspect of the work, but its

presence provides a continual empirical check of the adequacy of the
inferences and "understanding" described here. |

. The war Tier emphasis on the construction of the linguistic base is, |
heticove, fully justified. The present system is, to my knowledge |,
the man t comprehensive producer of meaning structrures for

L- gener abioed natural language available at present in terms of
imp lonmentaticon  , vocabulary, disambiguation of many-sensed words and

| referents, eto. Moreover, as | have argued elsewhere (2), it is not
| Lhe implementation of a conventional theory from linguistics, but is
- one utth comcuhat different principles of content.

[rn what 1 call ite basic mode, the system already resolves anaphoras
. depending an superficial conceptual content of the text words. This
i 1< dnes in the course of setting up the initial representation. l

shall call theea type A anaphoras. For example, in "Give the bananas
: to the monkey, although they are not ripe. They are very hungry",

the system in ite basic mode would decide that the first "they"
— refers to ithe bananas and the second to the monkeys. It can do that

simply fram what it knows about monkeys getting hungry because they
. Are animate, and bananas having phases like ripeness because they are

\ pltanto. All this information is, one might say colloquially, part of |
: the wpe ficial meaning of "banana "and "monkey".

Thic poiper describes an "extended inference mode" of the system that
| tack ive too oihior kinds of anaphora example that [I shall call types B

and LU, Lancider the correct attachment of "it" in "John drank the |
| plesk fram the glass, and it felt warm in his stomach". It is clear

Load Lhe pronoun should be tied to "whisky" rather than "glass", but| hon at is to he done is not immediately obvious. Analysis of the
cxcapbe {eee beiow) suggests that the solution requires , among other
Fhings, an inference equivalent to the sentence "whatever is in a
part oot Xia in the XX". |

_
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| Anaphoras Like the last I shall call type B, in that the inferences
Ceciod to resolve them are analytic but not superficial, By

= analytic 1 «imply mean that the sentence above, about parts and
hele, is togically true and not in any clear sense a fact about the
veal unorld (bul rather about the meanings of words). What is meant
hey "cuperficial® in the distinction between types A and B will become
cles after a discussion of the meaning formalism employed here.

I «hall also discuss type C anaphoras, which require inferences that
- Are nai oanalylic at all, but weak generalisations (often falsified in

swpier ience)  ahout the course of events in the world. Yet their
cmp lagment here is not in any sense a probabilistic one. In "The dogs
haved the cate, and | heard one of them squeal with pain", we shall,
in order to resolve the referent of "one" (which | take to be "cat"

not “dnl, need a weak generalisation equivalent to "animate beings
fos eged hy other animate beings may be unpleasantiy affected”. Such
Axper ians are indeed suspiciously vague, and a reader who is
ove ied at this boint should ask himself how he would explain (say,

| to comeone ha did not know English welll the way he knew the
retsrent of "ene in that sentence. It can hardly be in virtue of a

Par Dieu lar fal about cats and dogs because the same general
| (ler once vould be made whatever was chasing and being chased. I

aha be aura ised If he does not come up with something very like

| the inference <uagested, and it may be the nature of natural language
ite tft that is worrying him,

| The inferences for type C, then, are general expressions of partial
| information(in McCarthy's phrase) and are considered to apply only if

~ Yhey are adequately confirmed by the context. What I mean by that} will  herome clear in the course of uhat follows, but in no case do
theaee expressions uield deductive consequences about the future
course of the world. Indeed, they would be foolish if they did

| because the world's course cannot be captured in that way. In the
| whisky example above, it might have heen his earlier dinner that mads

him feel good,
-

BRIEF RECAP OF THE SYSTEM'S BASIC MODE OF ANALYSIS |

In ite basic mode, the system fragments texts ( into phrase/clause
lite item) and attaches a template to each. A template is a

" canonical form of connectivity of semantic formulas as follows (where
a tormula ie a complex item, to be described, corresponding to a
centsof an input word):

FlonasaF2eeoeael3

/ | \ \ | \
F11 F12 F13 F21 F31 F32 |

. | :
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| | Fi, T©2. I2 are the principal formulas of the template and are always i
agent, action and object (in that order), though any of them may be a
SIRINAREN in any particular example, { F11l, Fl12, F13)is a list of
farmulas dapendent on main formula Fl etc. [It should be said, in
vimit of other current uses of "template", that it is not a surface
item at all, but a formal underlying meaning representation.

| Mareover, it does not function within a crude pattern matching
. technique, such that if some text fragment has no templates matching

. it it is thrown away, as it were. Special routines are called in such
ho cituations to construct an appropriate template item. All this basic ;

material is set out in earlier papers.

The structure of formulas is explained below in some detail. In brief |
a formula is a nested |ist(a binary tree in fact) of semantic a
primitives called elements(expressed here as LISP atoms). Each such EF

o formula expresses a sense of at least one an English word.
Let me give an example of a template structure at this point by using

- the following simplifying notation: any English Words in square
brackets [I] eiand for the meaning representation of those words in
{he Preference Semantics system, This device is important in the
exposition of the material in that the content of the coded forms can

« be ceon immediately, whereas the complex coded forms themselves would
be as hard to read as ,say , a sentence read a word at a time, But
Pt ie important to restate that the rules and formalisms expressed
within [J are really structured primitives,and that their tasks

. could not be carried out, as some still seem to believe, by massaging

the language words themselves to stand for their own meaning
representation.

oN
Sa then, the template for "The black horse passed the Winning post
casily" could be written (ignoring any ambiguity problems for the
moment): | .

| [horsel ween [passed] eeeses [post]
0 1 t

a“ [the black] [easilyl [the winning] I oo

If any or all of the agent, action or object formulas are missing, |
the tomplate nodel(s) is filled if with a dummy element DTHIS. Thus a
template for "The old house collapsed” could be written: |

“ [housel voce col lapsed) weeaDTHIS | a
0)

[the old]

In the race of structures like prepositional phrases, we consider the

preposition represented as a pseudo action, and the whole template as
having a dummy agent. Thus for "at the Derby", We have:

-

.. 3
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| |

DTH] Seeaalat] eases Derby] |
A

~ [the] | |

The representation of a text(composed of fragments) is then a network
| nf these template networks, The templates are interconnected by case

ties, The notion of case is discussed in more detail below, but for:
the moment a case can be thought of as tying one template to some

particular node in another template by a fink of a certain type
( narly the case tupe, Which specifies the sort of dependence the

former template has on the latter. In the sentence "He lost his
abled / in the subuay" (fragmented at the stroke) we might say that
{lhe arcond fragment of the sentence depends on "lost" in the first,
BIanE that the dependence is the locative case, Thus in the
representation, the template for the second fragment would be tied to

o the central, action, node of the first, by a link labelled LOCA. The
node on the first template to which the case tie ties is called the
mark of the second template. |

oC Type A anaphora is dealt With adequately Within this framework ,
Fouabily (eine the purpose of this paper is not to describe the basic
meade wi aperation of the system) because We get a denser network of

C- links vy conzidering the formula for the appropriate referent
csubetituted for the problem pronoun than with its rivals. A link is
cornet dered dnaaer iad, or strengthened , in the network, when a |
prferorence is satisfied, So, if we think of the formula for "ripe"

.. as oxprescing a preference for application to plants, we see why a
fderinet  netnork arises in the above example for correct soluticn,

Father than for one equivalent to "ripe monkeys". The way in which |

4 formula express preferences of various sorts is described belou.

Mince  colved, these type A anaphoras also constitute |inks betwesn
temp lates, from the pronoun variable to its correct referent. Thus
ihe coitvreszed list form of the whole representation obtained from

: the asic mode 183 |

C (CALE HARK AMAPHORA F1 F2 F3 (Fl dependents)(FZ dependents)(F3 .
dependent al) | .

Thie initial form of representation of a text paragraph is called its
IFC Inter lingual REPresentation), or "semantic block". No emphasis
ha. heen placed here on syntax analysis of the input, and a reader
ihe coneulte (1, 2, 3 or 4) will see that all of conventional grammar

n~ Analucis has been done in the course of setting up this form of
representation, An example of such an IREP, for the monkey-banana |
example, is given below as computer output.

Having skeiched in the basic mode and its representation, we can now
grt to our muttons and sketch in the extended inference mode that is |

Co the heart of this paper.
.
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1 QUICK SKETCH OF THE "EXTENDED INFERENCE MODE"

> The extended inference procedure is called whenever the basic mode
3 cannot resolve an anaphora between two or more candidates by semantic
1 link density. In the example about John and his stomach, density

techniques have no way to decide whether the glass or the whisky is
in his stomach, On a basis of preferred agents and objects of actions

4 | (that I have referred to as superficial conceptual information) both
are equally good candidates. The extended inference procedure is

N cal led | and if it succeeds it returns a solution to the basic mode
hich then continues with its analysis.,If it too should fail to

i reduce the number of candidates to one, then the top level of the
system tries to solve the problem by default, or what a linguist
would call focus. Roughly, that means : assume that whatever was |

| being talked about is still being talked about. So, in "He put the
bicycle in the shed and when he came back next week it was gone",

re neither density criteria, nor the extended inferences to be described
J here, will help at all. So the system may as wall! assume ,in this

~ bimited context , that the bicycle is still the focus of attention,
and hence the reference of "it", | |

Coneider again the following sentence after ail the basic mode's
: routines have heen applied: |

(1: John drank the+ whisky / 2 DIRE : DTHIS from a+gliass / 3 :
and it felt warm /IN 4: DTHIS in his+stomach)

) Becavine of the square brackets , this item is a template
Pept esentation, The case names DIRE(direction) and IN(containment)
indicate the dependencies of templates 2 on 1, and 4 on 3 ,

. respectively, The DTHISs are dummies added to fill out the canonical
triplet for in cases of missing agents,objects etc. Further assume
that the "hic" has been tied to "John" by the basic mode , and

| preocenta no problem of analysis. And assume too that the basic mode

provided a list of "candidates" for the reference of "it" ("whisky"
Ane Mgluaec), because (ff there had not been such a list of more than
ane candidate the routine under description would not have been

h cal bed tonto play,

Exide actions are then made from each template in turn,and if and only
rt a tewplale containe a representation of either an answer word or

the or babrtbe pronoun itself. An extraction is the unpacking of
everp possible case tie tt both those in the action (second) formula

nt the lewplate and those labelling ae link to other templates.
Lo the example we. obtain the following extractions: which are
emp dale Hike forms as follows (where the first digit refers to the
frauament HH, the second to the extraction, and "+" [inks words with a
Sainveplbe farmala)

Pl lulvicky (IN in} John +part] |

] 12: [iihisky (OIRE to) John+part)

5



Lo |

| 21: [uhicky (DIRE from) a+glass] |
41: [ ?it (IN in) his+stomach] |

! So, inn this informal representation We have acquired new
temp late-like objects that express, in canonical form, neu analytic
miarmation extracted from the existing templates, and from which new| | inferences can be made, It is postulated that the generation of this
ine>plicit intormation from the deeper levels of the formulas is
meant ial ta the process of understanding. These new forms differ
trom standard tewplates only in that their second node, or

| peeudo-action, has had a case name CONSd onto whatever the node was
before. Note here that the form (IN in) is not redundant since the IN
locates fhe case precisely as containment, while the English
preposition can indicate many cases other than containment, as in "in
five minutes".

le can deccribe how these particular extractions were made, even in
. the ahesnce of any detailed knowledge of the structure of formulas:

Il hae been derived from the template for "John drank the whisky"
hecanea (ram the structure of the formula for "drink" it follows that

- the liquid deunk is subsequently inside the drinker. This is because,
when making up the formula for the action'drink", we express in it

: that Lhe action consists in causing a liguid to be inside the agent
| of the action.

Again, 12, 1s inferred because the same formula specifies that ihe
f Piquid enter the drinker through a specific part of the drinker (his

mouth, of coureaal,
L

21 is inferred from the direction case of the second template, whence
He know that it vas the whisky that was moved from the glass.

~ Lactty, 41 ie inferred from the direction case of the fourth
vemp late, because Whatever the referent of it is, it is also in

) John's otomanh,

" Let ws sew wubere ne are: we have obtained new template items that
yield accertive information, but did not appear in the original text.
(As ue shall see in the detailed treatment below, some of the above

| are obtained from extraction, more strictly defined, and some from
what I shall call "repacking the semantic block". )

In the pool! for inference procedures We now have the original
templates that mention either the variable pronoun or the possible

Mtancuer” referents, plus the extractions. We also have access to an
inventory of Common Sense Inference Rules (CSIRs) which are of the
form [ Tl ~ 721, uhere Tl and T2 are T-forms, that is , templates or
extractions, |

)



Le noo try tuo strategies in turn: first we try a zero-point
ctratedqy, which is to try to identify an answer templatef{or

~ extrac tion) and a variable template(or extraction) without the use of
CST robes,

The general assumption here, and it is a strong psychological
A4scump tina ie that in order to resolve these painful ambiguities the
uncer ctanding cyctem is going to use the shortest possible chain of
inferences it can. And a zero-point strategy will, as it were, have

noe tength at ull (in terme of a chain of CSI inferences) and so if it
wore, it uit always provide the shortest chain.

Thies civateqy io sdequate for the example under discussion, because
ue can {under a suitable definition of matching) identify extractions
bl and 41. and identify ?it and the Whisky, and we are home. This
ar the oolution of a B type anaphora, requiring only analytic,
necessariby true conceptual information. It should be noticed that
comes type anaphoras (defined earlier by the need of weak inductive

information for their solution) can also be solved by the zero point

strategy, hecause some extractions, and in particular those from the
goal cuce (cee below) , are inductive and non-analytic.

. lf the zero-point strategy fails, we bring down ali the CSI rules
that contaiin an action subformula pccurring in an answer or problem
T-form in the pool, and attempt to find the shortest chain that Ieads
from some ansier to some variable.

Thus, in the centence "The soldiers/ fired+at the women/and [| sau |
several fall", we extract a form equivalent to [soldiers strike

he nomen) , since ue can tell from the formula for "fired+at" that the
action is intended to strike the object of the action. We are seeking
for partial confirmation of the assertion [ ?several fall DTHIS], and
sucha chain ic completed by the rule [X strike Yl] » [Y fall DTHIS] ,

| though not Ly a rule equivalent to, say, [ X strike Y] =» [Y die
OTHIG)., =ince there is nothing in the sentence as given to partially
confirm that rule in a chain, and cause it to fit here. Since we

- are in fact dealing with subformulas in the statement of the rules,
rather than natural language words , "fitting" means an "adequate

B matehof subformulas”,

lt ie conceivable that there would be an, implausible, chain of rules
and extractions giving the other result, namely that the soldiers
falls [coldiers fire DTHISY A .[X fire DTHIS] » [Y fire+at X] =

n [Y strike X] vo [X fall DTHIS] etc.,based on the assumption that

things that fire guns get fired at ("...he who lives by the sword
| shall perish by.....")} . But such a chain wouldbe longer than the

| one already constructed and would not be preferred.

pr
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| MORE ON THE BASIC MODE

N Formulas

Formulns are structures corresponding to senses of words, expressing
their meaning. fluch of the hody of this paper is concerned with the
manipulation of such structures, and the extraction of information
from them, 0 it ie important to have some general idea of their
contruction and interpretation,

Formulas are binary trees , expressed as lists, of semantic elements,
punctuated hy right and teft brackets. The elements are either case
elements, nor actions such as CAUSE, STRIK, CHANGE, or items such as
THING, TIAN, EVNT. I am using, as examples here, element names that
are celf-explanatory Anglo-Saxon monosyliables, but there are about

{ JE in uae, and some need informal explanation, such as GRAIN, used to

men atructure®, There are also elements like KIND indicating
quaii bier, and elements (indicated by and initial x) that stand for

| clases af other elements: such as xANI (animate) to cover MAN, BEAST
anc TOLLE (haman groups), In addition , most elements have a negated
Ceem MOTX, there X is the element name. | assume here that the use
at linguistic primitives of this general sort, that are not logical

“ pweddicates, necds no opecial defense at this point.

The moot important element in a formula is its rightmost, called its

head, This indicates what general sort of item, or action , or type
the nnd sense expressed corresponds to: for example, any word
Lorn cnrresponding to a human being will have MAN as its head.

< Simew formulae are hinary trees of unlimited depth, they can be
| : continngllag cubdivided into pairs of elements and subformulas, down

Lov ihe tevel of ihe semantic primitive elements. This process is
eapeivalent to either building up the formula, or decomposing it while
tater ct it, At each stage there is a dependence of the left

| halty of any pair on the corresponding right ¢ this dependence is

, oor ble ot |
_

(a) i bem (gen | ne ob ject) on action |

(Lb) una lier on item or action |

{ce} nd face cpecification on action or tem.
od

~ nny particular example the interpretation is unambiguous, once we
iro Able range of functions of the elements in play. So, the
wut form a (FTA WRAF) always means "a human envelops
somethin" because WRAP is always an action when in the right hand
pocition (and always a qualifier When in the left, dependent,
posi bion. It is never an item) and MAN is a agent not an object in

= this example (it nouled be an object if in the representation of "a
= homan heing is enveloped" )because agents of actions may be unmarked

~yAhough bjecis are never unmarked, Conversely (WRAP THING) is a

..



: cantainer, since WRAP is always a qualifier when in the left hand,
dependent, posttion in a pair

~ An important notion is tat of the semantic preferences that formulas |
can oxpieeas, Consider the formula for “"grasp"of objects:

| "rasp factionl) - ( (xAN] SUBJ) ((xPHYSOB O0BJE) (( (THIS (MAN
Lo PARTY YTHST)Y (TOUCH SENSE) ))))

- The cace elements SUBJ and OBJE occur at the top levels on the left
of the formuia, and at that level in an action formula they express

. the preferred agent and object of the action concerned.

| Thus, grasping, in this sense is an action preferably done by animate
beings (kANI) to physical objects (%PHYSOB), and consists in a act of

: ~onsing, by touch, and done with an instrument (INST is the case
. element) which is a part of the body, When | say "prefers" here, |

mean that , +f the preferred agent or object cannot be found,
a template is constructed with whatever is available. Thus, "The

~ robot grasped the block" would never be rejected; it would only be
leco preferred than any possible competing interpretation that had an
animate agent. 1 have argued in (2) that this approach to rules of

C tormation has unsuspected consequences for linguistic theory.
Hut ue ould also expect another formula to be available for "grasp",
one auch as:

. "grasp" tactionZ)a ((xkHUM SUBJ) ((SIGN OBJE) (TRUE THINK)))

. bn Ahin sence, ue have an action, preferably done by human beings to
" signe (nhich could be ideas, principles etc), namely of thinking them

to he toue, or adequate, signs,

1 The procedures of the basic mode always fit this last formula into atemplate structure for "He grasped the principles", and the other
formula for "graep” into the template for "the boy grasped the toy",

’ hy means of the preference and semantic density techniques described

| in earlier papers, These preferences for agent and object are part| of the "superficial conceptual information" referred to earlier.

A fru other rules will help to clarify the notion of "knowing our Way
| voted a formula “ When interpreting it:

Agents are daplicit (need not be specified by SUBJ case)
: vl eee C1) they occur at the top level in an action formula as
| decribed above, or they attach to the head of a formula , as in:
ho

"patient" fiten) -» ((NOTPLEASE FEEL) (SUBJ MANY)

Here, the noraal order, of agents being to the left of (= dependent
B onl the corresponding action, is violated, since MAN is the agent for

FEED. while at the same time being the head of the whole formula.

9
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| Thie violation of order in search is indicated by also violating the

C arder reatriction that normally makes the SUBJ case element the
CHOY 1 (1 ight hand member) of the pair in whichit occurs. The
Conreaponding rule of analysis is "On encountering SUBJ as dependent,
wpe4 action for the agent to follow to the left".

(hy jen be, hev-vor, Aare never implicit, Moreover, an object is
" come ider ed an object of all actions to its right. This enables us to

CL express the important notion of real and apparent agents of actions.
So for example in;

i "gir e+atl" (aclion)- | ,

(CHIH SUB) (CealT OBJEY ((STRIK GOAL) ((THING MOVE) CAUSE) )))

- Thie action (donn preferably by human beings to animate beings) is
ane of causing a thing to move (the bullet) with the aim (GOAL case)
af <lriking something, Since xAN] is the object of all actions to its

. “right, it the object not only of CAUSE, but also of STRIK. Hence the |
striking is alco of thesame animate being. Moreover, THING (the
rd bet) ie internally the agent of MOVE, not the object of CAUSE,
which is corrcct as far as the meaning of "fire+at" is concerned.

C. |

Cuacros

hn At present ue operate with a distinction system of ten cases, which
Are biated below, together with (in capital letters) the semantic
elements that represent them, the questions that define them, and

. examplec of sulbbiormulas expressing them. Defining a case is a tricky
- matic, but the question method is reasonably adequate. Note that

fhe ob formulas examples are of those parts of a formula that would
peprene that notion AS PART OF THE MEANING OF A WORD. The subformulas

_ Aree nat, of course, how the system would express the quoted words if
encountered in a text, when they would be represented by a template.

“ recipient: FOR "for a woman" = ((FEM MAN)FOR)
o vhat/uho to? uhat/who for?

| inetrument: INST "with a stick" = ((LINE THING)INST)
hat with? by uhat means?

oo divection: *0IRF (cee below), TO, FROM UP
> "from the top" =~» ((UP POINT)FROM)

Hers ta there from? at what? out of where? by what?

PDOSEEES TIVE: POSS "owned by a man" = ( (MAL MAN) POSS)
who owns the thing mentioned? |

| |

- 10
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N locations LOCA "at that time" + ((THIS(WHEN POINT)Y)YLOCA)

hen? there? ubhere at? hy what? in what time? near What? at what
- time? during when? nefore when?

contaioment: [i "in a glass" » (((((FLOW STUFF)OBJE)WRAP ) TRING) IN)
br that?

. COVE CE SOUR "out of wood" = ( (PLANT STUFF) SOUR)
outof phat? from that?

foals (+ALL.
.. "0 aS to strike a woman" - |

(({{FEM MAN)OBJE)STRIK)GOAL)

to that end 7 for what purpose?

- ACC Or ah Peat: 1] TH :
oe "without a glass" (((((FLOW STUFF)CBJE}WRAP)THINGINOTWITH)

accompanied by what/who? with what/whom? without what/whom?

- | cubject: SUBS ho did this?

abject: ORE ohe/uhat was this done to?

ad Cerdain cases above have negative forms leading to additional
element (101F0R, MNOTPUSS, NOTIN, NOTWITH.

| |

oo Dae elements have tuo functions, and occur In two sorts of
| | core bre bianes formulas and IREPs, In formulas they express part
| Cod the weaning of oa word sense. Thus in

- "eins" COUEAD THING)IN) (FLOW STUFF)SOUR) THINGY) |

tie coe thal a drink has a liquid source (FLOW STUFF) , and is in a
coon tare (WAT THINGY The other function of these elements is, as

. Alveady explained, the name of the tie between the template for some
Frosgpmentand zome part of another template.

5 | |
#0 THE 7-0 the name of the class of direction case elements (TO and

“ 0G) and vt occure only as the indicator of the case of a fragment,
never in formulas. Conversely POSS occurs only in formulas, never as
the indicator of a fragment case,

- Une information is only included in a formula when it is specific:
ro Livets te can «a what aspect of the case is involved, In the formula

for "poor, tor example, we include a direction specification for
dotinnaeoe COHOTHR FONT)TO) .- Houever, inthe formula for "move" we do

" not include the olement 10 or FROM, even though movement must in fact
bho in Soom direction, since have no reasonable expectation about it
4 ue cdo nith "pour". Sentences containing "move" may very well go
on la epecify the direction involved, but its association with "move™

— io conceptually arbitrary and we cannot expect any confirmation of
expectations thal would, say, resolve ambiguities. In this respect

Co 11
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tie ~ustom differs from other systems that do create case
expectations for wide classes of actions, Which are essentially
uncpeci fic, as in this example, and so we would claim unhelpful

Soman ticall Lye |

i Five 1H, or semantic block representation

= Uivatl tellous is an example of an [REP for a pair of English
. contences, The format of the blockis the list structure described

car liop, as the result from the basic mode of operation. The only
difference from that format is the presence in it of the stereotypes
fram uhich Fremach io cubsequently generated(see Wilks and Herskovits
4. Her cbavite 5), The French, as generated from the block, is written :
Shrove Me print out of the block itself for diagnostic purposes. The
Appr op fate context-sensitive stereotypes are drawn into the block
Char bog anabyain, along with the formulas. The process of generation

~- io then a recursive unurapping of the block.

LIVE DAATIAS TO THE NONKEYS AL THOUGH THEY ARE NOT RIPE! THEY ARE VERY
| SIRINIREA I

DONEC LES BANAMES AUX SINGES BIEN QU’ ELLES NE SOIENT PAS MURES |
plo nT ants rai.

C0 tiv BANANAS) ((EX NIL NIL C(C(IMPCL))))Y 4 (((THIS DTHIS)

| NIRIARARR REIN ( {70s ((xENT 0OBJE)Y GIVE)) GIVE (DONNER)A~ ) ((MUCH (({(xANI
- Chehr viasRE SENSE) WANT) (OBJE PLANT))) BANANAS (FEMI BANANE)) NIL

) (fi. HEL) ((FTO THE MONKE~ YS) ((PTO (GIVE) RECI ({(&PREOB Al}})) ©
CONT THES) DWMTHINGY ((THIS PDO) PTO NIL) ((THE (MUCH ((MAN LIKE)
BEA~ i b))  MHHIKEYS (MASC SINGE)Y) NIL NIL NiL)) ((ALTHOUGH THEY ARE

k NOT [108 1") ( (ALTHOUGH (GIVE) CONC (BIEN QUE (SuBC~ L)I))) 1 (((MUCH
(CHATTED SUBD ((TASTE SENSE) WANT)) (OBJE PLANT)}) (THEY BANANAS)

( (imalov ASC PLURY)) ((NPRES ~ (BE BE)) ARE ((IS_OBJECT HUNGRY}
~ AVOID (pDIROE QQ FAINM)) ((IS_OBJECT THIRSTY) AVOIR (DIROB Q SOIF))
. ((1% NRIFCT AF~ RAID) AVOIR (DTROB Q PEUR)) (ETRE)) (((PLANT POSS)

( (All) (CAN  USE)) KINDY) RIPE (MUR)) NIL NIL NIL)) ((THEY ARE~ VERY
HURGRY /. ) (INTL NIL NIL CCINDCL)))Y) 1 (((THE (MUCH ((MAN LIKE)
HEAT) ) (THEY NMONKEYS) ((PRON 8 MASC PLUR~ ))) ((PRES (BE BE)) ARE

. ((1% OBJECT HUNGRY) AVOIR (DIROB Q FAIM) ((IS_OBJECT THIRSTY) AVOIR
(DIRNB 0 S01F)) ((I~ S_OBJECT AFRAID) AVOIR (DIROB Q PEUR}) (ETRE))

= (((xANT FUSS) ((((TASTE SENSE} WANT) STATE) KIND)) HUNGRY (AFFAME~ }) R
NIL ((iuiCcH HOW) VERY (TRES))) NIL))) Co

_ |
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. THE ITNRPLENMENTATION OF THE EXTENDED MODE

- There Spe threo parts to the extended inference mode: the REPACK
2. veantine That takes the [REP block and repacks it; the EXTRACT routine
3 hioh produce extractions, new knowledge not explicit in the text
: arcilae cds and [NFER which tries to link an answer T-form to one
: cpes ing oa problem variable, that is, a text pronoun giving
lL - brood en,

| ihe REFPALK routine. |

bivie attempts Lo replace dummy nodes in the IREP wherever possible
before handing the vhole representation to the extraction procedure.
hie vepiacenent is itself a complex form of inference, sometimes as

, Comples as the inference routines on which we are concentrating here.
> Hovever, there 1c no pretense that these procedures are mutually

| oraani ced in oang hierarchical fashion, so we may legitimately
| ooncenteate ooroattentian one a single process in this way. The
= depres of dune rewriting done by REPACK, in the construction of a
| ev hilock TEERFR from REP, varies with particular action cases.

. [Lf ve iook hack at the informal extractions done from the "John drank
be oo the uohisky, oo" exanple , we will see that the new T-forms 21 and

Al acc aetusllay obtained by filling in a dummy agent in some template
from a node in another template, Thus from [2 DIRE : DTHIS from
d4glasal ve obtained the new T-form, numbered 21, [whisky (DIRE from)
Atglastle This was done by filling the dummy agent node of the
template for "with a glass" with the formula for "whisky", and

| «hifting Lhe direction case marker into the pseudo-action. This is
L a repacking, not an extraction proper, since the T-form obtained

simply replaces a template "assertion" already in the representation.

| As ne shall see, a true extraction is a new T-form altogether.
bh l.et te pou distinguish replaceable and unreplaceable cases roughly as

| follows The dummy agent in the second (instrumental) template for "He
4 hit hie Tather/uith a club" cannot be replaced to yield any form

| ergnivalent to [father (INST with) a+clubl. So We may say that the
- tnetrum~ental case in unreplaceable, But the dummy agent in the

arcondtpecipient) template of "He bought the flowers / for his
" mother™ can be veplaced to yield a form for [flowers (RECIP for)

icra there and co recipient case is replaceable, and is replaced by
the oper alion of DEFACK.

| An dhe top devel REPACK can be written in LISP as: |

REFACK (IREP)~ IREPR

13



- fhe 100000 Toh ine

~ f2init i fakes each T-form, or template-like item, in IREPR in turn
tndor enbaees it modified if necessary, in a new block [REPE,
ol daee to yp T--forms extracted from it. At present, extractions are
anda wee from teaplates that contain either one of the possible
gtr oo, or one of the variables of the problem. The former are

| empl ates containing a formula for a word on the list ANS, the latter
| NEE cep or be tone of hose nodes is (QUERYMARK THIS), Any templates

tol contain ci ther an ancuer or a variable are simply transferred
_ cnc bioangest from TREFRto ITREPE.

{hus the aaneral form of the extraction routine at the top level is

. | EATRACT (IREPR ANS) = JREPE

rr bak ity wach template in turn, we first consider those processes that
modiTg it, odd then those which produce new T-forms from it. In the |

— firt catogmoy come manipulations to do with negation, and with the
SUL cpl iydb cases, i |

Jf an agent objoct formula is negated, the negative item in its
h - forwala ie removed and the head of the corresponding action formula

io nea tod, hecause all the subsequently applied inference rules
| ¢avonically negate the action. Thus, in [l notation, we would achieve

| by this procediore the coded equivalent of

[toh drank notgin=Idohn not+drink gin)

. | Lach agent and object formula is then scrutinized by the question
i. - “does it satisfy the preference expressed by the corresponding

action, If it does not, does any "of-phrase" qualifier of it do so
| instead", If so, replace the agent or object by that "of-phrase"
_ qualifier as the true agent or object.

. Thies | |

.

L LCLehin drank ad4glase+of+iinel =» [John drank wine)

[Ad aroapeofiuomen drank wine) s [Women drank winel |

L The main phase of EXTRACT takes the action formula of a template and
N moves  lefiwards through it seeking case heads (other than SUBJ and
' Es I), It it finds ane, it asks is it replaceable, and , if it is,

{ IF RTHACT  dookes at subsequent fragments to see if REPACK has alreadycepdacod it, If it has been replaced it is forgotten, thus avoiding
tlhe came caso information being extracted twice. [It detects that
REFALE has made such a replacement by finding the case name itself in

| the pecuda-iction of a succeeding template, and a replaced dummy asLe the corroaponding agent.

| 14
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3 Lith the goal cace, for example, the dependent of the case element
iP he nme the aclion of the new T-form, In this case, as uith every
~ other, an atteapt is made, on finding a potential agent or object for
oo {hee ier T=farm at the top level of the action formula of the template

tinder inepec lion, to identify it with the main agent or object
formula of the template. [f this can pe done, the agent or object

| formata of the orginal template is used, as being more specific. For
} sos ey in exlracting from the action formula in the template for

“don tircdrat the deer", we find the goal case in [fired+at]l, with
” dependent STRIK, which is the attempted action. The object of that:

i | ae dion, found lo its left, is *%AN] which can be instantiated by the
| tarmula for "deer" in the main template., namely(THIS BEAST). So the

latter ia uaed as the object of the new, extracted, T form [John
strikes deer), , since "deer" is more specific than "animate being".

— For mast other cases (recipient, direction, location, containment and
SOUL Cg the case element provides the new pseudo~ action, and the
fet object ital ic specified as the dependent of the case element.

_ lhe nen agent ie found as follows: it is the highest leve | object
actuating available of the action that dominates the case (to its

Pine dato might an the formula).

- So in the formula for "pour" in "I pour the wine" |

CCH SURRY COFLOW STUFFIOBUE)((( (WRAP THING) TO)MOVYE) CAUSE) ))

en le crn ounter eoving leftuards through the the formuia)the direction
race in theeubformula  ( (WRAP THING)TO), implying that the (FLOW

| STUFEY , diquid, uhich is the highest level object in the formula, is
~ | moved din the direction of a container, or (WRAP THING). The case

- cloment TO i< dominated by MOVE, whose highest level object is (FLOW
| STHTEY, ahve would become the pseudo agent of the new extracted
| Fo form, but «ince it can be identified with the object of the old

tomp bate, namely "wine", it is, and that becomes the pseudo-agent of
- {lve ner T=-form, since it is more specific that "liquid". it is.

(WRAL THINGY, the container, becomes the object of the new T-form and

ho the direction cace clement becomes the action so we get an extractted
farm |

( (Cia ODAC)TL TASE)Y (FLOW STUFF)) (T0 PDO) (WRAP THING) )

.. hic ie Twine (UIRE to) some+container]

bor

The THEDR roulb ine

i hie routine has Access to the representation [REPE produced by
Crlionth, ANS amid CSIR, the inventory of common sense inference rules.
Lte feam at the lop level is

- INFER (IREPE ANS CSIR) = ANS’

" 15
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there AMS ia either ANS or some sublist of it, preferably containing
onl o single item, the solution,

= TilFEH fired tries the zero-point strategy: trying to match some
ganeietr T-ferm uith some variable T-form directly, with no use of CSIR
tore, Matehing here means that the two T-forms as arguments of a
func tion BATCH produce a non-nil result, Which will be a fist of the |

~ corveanoniding, but non-identical, nodes in the two matched T-forms.
[hus the colution of the example "John drank the whisky. . . . . " is

= abtained by {he zero-point strategy, and rests on the matching of the
to T-1orme:

[uhiskuy (IN in) John+part]

. | [ 2it (IN in) stomach] |

- theroo MATCHT returns the list ((?2it whisky) (John+part stomach))
containing the answer. No such match can be made for the alternative

. Coolution "glass,

Ite: nverall principle of inference at work is to select the shortest
| poceible chain of inferences, on the assumption that an ambiguity of
he - under standing of this sort should be solved in the most shallow way

poe ilbile, leat the situation becomes intolerable for the
under otancder, Thus a zero-point solution, if available, will always
he the shortest possible chain of inference.

[{ the sero-point strategy fails, the CSIRs are called , stored as a
lied suewmassible by their action subformulas, and, moreover accessible

bw. from both "antecedent" and the "cansequent” action subformula., At
" prccent ao cope only with inferences of length one those which

pecuirse only a single CSIR for their solution, However, it should be
pocwible to extend the present strategy to at feast length two; and
hope talbig they will almost never be any longer,

Let ne look once more at the example "The soldiers fired+at the women
bon fared Tau Jeeveral fall", We have to resolve "several", which cannot

| hee done hig the basic mode since both soldiers and women can equally
edd fail, Let us cet out the fragment representations and the
csbr actions obbained as fol lows:

IL [emtbddinrs firedsat nomen)

~ Il leoidiere fire THING]

: bo leodldives «trike omen]

SoD ema DTHITO]

Co S00 Preveral fall DTHIS] |
Ta

C2) 1 Peaveral (NOTUP BE) DTHISI

-- : 16
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| . The inventory of rules is searched for those containing any action
- cub formala occuring in a T-form in the pool that also contains either

an Manauer” or a "problem variable". In this case we pull in a rule
informally expressed:

| ( 1 strike (xANI1 2)])] « [(xANI 2) fall DTHIS] |
Here variables are indicated by numbers 3 xANI expresses a
restriction on Lhe variable that any value of it must be animate, and

| the double « indicates that this rule can be considered as running in
either direction.

| This CSIR form is of course a more perspicuous form of:

( 1 (THIS STRIKY (ANI Z) } « ( (xANI 2) (NOTUP BE) OTHIS )

he which would of course cover a wider class of activities than simply
the English verh "strike", 1t would cover at least "hit" "patter"

eto. an well. ] |

Thue a chain of length one is established by the rule from T-forms 12
| te 2], since the "animate condition " is satisfied and the variable |

C- Peeveral ie identified by the rule with the formula for "women". [t
should he noted here that the inference rules are very weak in that
the application of a rule [ike the present one is perfectly
consistent with the description of a situation where an animate being

. ie struck in some nay but does not fall. And this weakness is wholly
intentional,

. One important inflection in CSIRs is whether or not negation is
. | significant in them. The negation of the action in a T-form is

normally significant. Consider "John drank no gin / in his martini /
but it felt uarm / in his stomach nonetheless", In the template for
the first fragment, shifting the negation to the action, and

-- extracting for the containment case from the formula for "drink",we
shall obtain a T-form | |

pt .

1 [ain (MOTIN BE) container) |
and another

| (gin (NOTIN BE) John]
Conversely we hall abtzin , by the same method, from the second

! template [martini (IN BE) container 1] and [martini (IN BE) John). In
_ truing to tie only one of these drinks by matching to the extraction

( ?it (IN in) John), we shall, without the use of CSIRs be able to
cut the ANS list doun to a single member, namely I[martinil, since
MATCHT will show us that [gin] cannot stay on ANS. |

17



Foo ver, rf we appiy the same analyses to a sentence like "John
panded the car / oan the nindon / and he knew /that he would get it",

- ite bei the care ect referent of "it" is "car" and not "window" and we

hebbo fined ocr melves linking the first and fourth T-forms with some
Vor be cnche ae 0 CekANT LY want 21» [0 (xANI 1) have 2]

| bord Lcd Phere 00 dhe point, if the same sentence had concluded ". .

| bist he knen be goutd not get it" we should have required the same
cab and Ahe came answer, this rule has its "consequent" action

 - mot booed Lo chiens that negation of it is irrelevant to its application.

- Thic antorential method can be seen to be non-deductive very clearly
at this pant since it could be said to be of the form A-([B v -B),

| hihi ie not oa rule with any content whateverin a deductive system,
pet ate rode here bo clear and necessary.

~

CGEMELAT Baets ON AND SOME PARTICULAR COMPARISONS

bbe “ip tem descoribed cannot be considered in any Way adequately
tec lod | parting because no one has any very clear idea of what
conebi btese 3 teat in this area. But even to qualify, the basic mode

. mus3 he choos To be stable under a considerable vocabulary and range
af cenzes for pords, and the extended mode must be shown to be

determinate with a decent sized inventory of CSIRs.

i. The dr ateagies nor employe in this extended mode will also be those
| cy boerge dd ina general discourse ambiguity procedure to back up the

, baste wmode’ prasent ability to resolve ambiguity within a small
= contevt of a few fragments, Ambiguity over a context larger than

that it~ rare in discource, just as is ambiguity of the sort discussed
in thio paper. hut ue should be prepared for it in an adequate
neler ob anmddea,

Fhe work de cried hae a strong , and possibly naive, psychological
} Acoumlbion, namely that chain length is a reasonable metric to

vee dba bh pr ererred inferential interpretations. I think it is

L reaconante, and that the tension introduced into understanding by
prolonagad uneesnlved aabigulty has been overlooked.Notice here that

f chain-tenalh AE TRE Prue rr of CSIRs employed, not counting

| exdr gc tione,Henoe | different ways of writing down formulas will not
| attest chain bength,

[lar enver, [would justify the principle as being essentially an :
| ctenaron of uhat 1Tocalled semantic preference (Wilks 2) used in

cob bing ap dhe basic representation, That preference was justified as
an apetinag for thee "ecemantically densest” interpretation which was, I

| cleriiedy the one Yaith the least meaning"{in the sensein which aL String ad random vords carries the maximum possible information).
Troma larity, the <chortest chain of inferences also minimises the
itor mation in piay, and introduces the least extraneous inductive

18
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information into the system. It is clear that such a notion of
information based choice is ultimately inadequate. We only have to
concider a centence like "1 was named after my father" where it seems

. clear that ne exclude one interpretation simply because it contains

vitually nn information, This alone shows there must be some
| qualification to a "minimising information" theory. However, the fact
| {hal all available theories are wrong, by no means puts them all in

" the same pot tion, ] think such hypotheses about the overall manner

- in uhich an understanding system endeavors to maintain its coherence
dare well worth making and testing, and that they represent an aspect
of human lanauag? "competence" almost wholly ignored by current

i lingui-tics and arlificial intelligence. Une could make the point
more precise as follows: virtually atl the systems in those areas
define "cucceac", that is to say the success of a particular parsed
representation with respect to a text. What they do not tell us is
hat io do uhern og number of success are registered, as is almost

por Lo )
Alnsye Abe cace in realistic practice. But human understanders do not

| just ccept the many, or opt for the first they find, or pick one at
. CC orandams they prefer one in particular on some principled basis,

It ie for this reason ihat the subject investigated in this paper
cannnt be treated in isolation from an adequate linguistic base

“ cage tem, as some seem to think, The inferring of a correct
interpretation is intimately related to the systematic exclusion of Co
compel ing interpretations, and any system that does not allow
realiciic ambiguity of sense and structure in at the start can hardly

.- app ec iate this point because thed difficulty never arises there, but
then neither does one essential aspect of natural language el ther. I
have developed elseuhere (6) an abstract view of meaning along these

- lines: that to have meaning is essentially to have one meaning
- | DATHER THAM ANOTHER. Or, put another way, having meaning essentially

involves procedinres for the exclusion of alternative interpretations.
Thie, believe, iz the residual truth lurking beneath the
"roe odin ab view of meaning", a thesis which when taken a face value

to ie patently falaa, |

- fot me wention a clesely related shortcoming of the micro-world
approach fo natural language analysis: it concerns what [| believe to

) bbe an oeadenie muddle in Al about the notion of "inference". Let me

Amr bag restating the obvious, not from dry motives of clarity, but
hocsn~e |] believe Lhe muddle has important practical consequences in

. the area of natual language understanding.

-~ | . lore are cone inferences, in the bare sense of that word, of
trans lion that people might make from one assertion to another.

(iA Vogl iehmen are untrustworthy and Cecil is an Englishman, S0 he
oan be ae bao hy,

J (ii1)Cerit ie an Cnglishman, 50 he is untrustworthy.
=

-{riid thie ds triangular, S50 it is three-sided.
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| | take +t that (1) ie a deduction, true in all possible worlds, and

| quite independent of the meanings of the words "Englishman", "Cecil™
i Anch Tunty ustaorthyt.

| (ii) ie oan inference , simply and solely, and certainly not valid,
hether or not it happens to be true for some English Cecil.

| (iii) 1s a valid inference, true in all possible worlds, as they say,
| bergen of the cantral meanings of "triangular" and "three sided", a

fact that is ~ometimes oxprescsed by saying that the premise missing,
for Lhi- to be a deduction, namely "all triangular things are three

BE aided” Te analgticalby true, |

| SIFTER ie the point for our purposes of all this dogmatic and
cemi-Araditional classification? Simply this: the extra-conceptual

: {ongt ide the semantic dictionary, that is) CSIR inferences of the
- wordage, have discussed in this paper problems in text, are of type |

(iil), These inferences could function as part of a deductive system
Cody the addition of sufficient inductively unreliable premisses to

convert then to form (i). They could then function within established
dedic tive machinery, such as first order PC, PLANNER in one of its
modes of opreation, etc.

. But there mag be no reward for doing that, at least in the case of
natural language analysis, because the conclusions reached can be no
mor e reliable than the dubious generalisations functioning as
premisaera, uhatever the power of the deductive machinery intervening.

In thie paper | have described how such weak information can fulfil a
prointem solving role in natural language analysis, in terms of a

- nation of "adequately confirmed" inference in context, But that does
nat 1 equite Lhe deductive machinery at all.. |

. My point will he clarified here by noting two research situations
. thetny, Ing contrast, the deductive machinery may pay its way: (1) in

rotrats and (Din simulated micro worlds,

~ In the ca~c of a robot, really moving about in the world with
dedi Live by manipulated information and plans, the world itself can
provide 4 clear cence of contradiction. If the robot’s deductions
tell it tho door is open, hut it bangs into the firmly closed door in
fact, then the canclusion is contradicted and the preceding premisses

: can he reexamined, as would he the case with a scientific theory

- CottenLog ounce cessful experiment. That is to say, the premicsses may
bee tinted iabite, bat because there can be contradiction of conclusions

the  dedac tive machinery can transfer the "not" back to some premise,
: an if re tuating a4 scientific theory. (though the question of which

bt emcee iL shoenld be transferred back to is very difficult of course
bo.

_
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. Tlie ~itaation | maintain is guite different from the analysis of
! Cont Tino barat language where there is little or no expectation
~ | Of conti adie tion: tf, in understanding the text, the understander

Lo vo pe os hy in fer eA, there is little or no chance of encountering
(vee ep bion +A in he tex! in the near future. A robot could in

pri pte conduct Millian experiments, and in the case of a dialog in
gheeab bonne, ane can aluays step back and ask questions of the

Co Dt Vier, biel one naeder sands texts without experimenting on them. The
a recent agstem makes owe claims at all to discover such contradiction

ir a aeneral nog and to backtrack having done so, to the next least
a preter red interim station. And at the moment no system is in striking

cfr tone ee af cull ans abi li ty. -

: The rcace of oimulated micro-uorlds is different. Here there is no
controle tion oat oath, but there is no need for It since all premisses

" — in co ffect, analylic, and no real information can ever enter the
gto, fan cwanpie, after executing the command "Clear off the top

| op Vl edd leek" it is clear by definition ,apart from the
oo poePhi bit of definitional contradiction. No lingering and sticky
| Cir cde ed dn remain to imperil the stability of the house of

bt dbo boo abet do pe baibe Tt will be clear that such situations have

litile to do uith the unreliable inductive information required for
” the canalacis of natural tanguage.

| Ty main paint bere has heen that if there is no payoff to be obtained
: from a strong deductive approach to natural language understanding,

{hore do nw brong ace for pursuing it, This position is different
fram, though quite consistent with, the position that distinguishes

J fe tien race and cdednc tions in formal fields, and urges the pursuit
.. ot The inves iioalion of Lhe former: that is to say, the search for
Co Che ce cod pins iptee at work in a field rather than a search for an

Avion tet tone of principles about whose content we are ignorant. An
: seen tion of The deductive position is that their method does also

prov ode principles of content, or human competence in this area, and
) nat eaco bg the formalisation of principles that could be expressed in

L vines eb ben nat :
. After Ahoze clarifications, some very bhrief comparisons follow

he been the ork described here, and three other Al approaches to
| aneaae under abanding those of Charniak(7), Schank(8) and
ivmoaqrod (1, Detailed comparison and criticism of systems is not

- Spatop vate hora, and 1 give only brief general remarks, in orderto
| contrat di five ent systems along a number of dimensions; which are
hw (A) the  adegunoy of the linguistic base constructed or proposed, in

| Ferme of appiication to everyday texts in English. (b) the degree of
fp lementation and the definiteness of the task proposed as an
cep lication of the elusive notion of "understanding". (c) the
placing of the cystem within the inference-deduction opposition. and
(dd) tbe wp lementation of a preference system that both prefers

_ cer Lan interprefations to others on a reasoned principle.
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(AYUho ni ak does not consider the [inguistic base essential , and is
u not pn bicalarly interested in the ambiguities of sense of words.
=. Seana ie the moot adequate linguistic base of the three, and the

EERE RR| bo the present system tn general presuppositions.
omenad’ 0 cuctom ie restricted to unambiguous simple words, and a
feat ve igpe analysis of their meaning, Even if the words had only
“hr gle CR ES I} is doubtful 1f the meaning of complex concepts

: | eccotip ac tione, could be expressed in that way.

~ (hlhrnae to cgstem 1s not intensively implemented but has a very
ded im ne tack defined for it, the resolution of the sorts of anaphora
boob bem dd ceed in this paper, | think the strategies We advocate

| Fog fhe peoblen differ chiefly over whether or not the rules form an
tromccaab be betad ity 1 f expressed at the word level, as he does, and
doe bo ate thes ene needs the facility to chain CSIRs, or what he calls

yo “ele mor sebiank’e custem is on the verge of implementation through
-— tive onde tion of a nuaher of large programs, However, at present it

doves ni ce directed ta a specific task in the inference field,
ERNE Lie teaning of inferences per se (as distinct from the drawing

| of them Tor Hig alution of some problem or performance of some task)
be no eas mst ep to assess, The "inferences to be drawn from x" is
rodane bE deine notion, outside the pages of detective fiction.

L. Limo od? cy tem de completedliy implemented within its original
deveined directed do oa precise and assessable task, [ts merit, as
tive amp dtemontaloon of an existing theory of grammar, is often said to

: hee bb tndeonc bing the syntax and the semantics (Minsky and
. Pen IEE Mie ts an odd remark, in an Al context, in that it |

popb oa conventional and traditional distinction (semantics and

Cant. boy b=) that much work in semantic analysis by computer
4 Cocboand and the present work for example) has found unnecessary in
.“ ced be, Thee remark is interesting in view of the same authors’

SEEIR ANIA of ihe perception-cognition distinction as .
Gavel cf adult oal and diegpensible.

i (edbiithy inference and deduction | do not feel on sure ground because
blob head te gooree the authors’ work, since, naturally their
coved bon ner not designed to answer this question of mine.

| [toro over, he tioation 1s complicated by the fact that some of the
| author gee Tdeduction” to cover processes that are almost certainly

net bedevil be 0 My feeling is that MWinograd's system is
Ae cbire bye ned thal Charniak’e and Schank’'s, like the present one, are

| not. bead oe be man, ther latter call in inference rules whose |
appr beatin pe determined only by by the possibility of fitting them
ingco tical bag ta the language context in hand. Any clarification
oom the authors on the relation of their work to this distinction

o nil be gratefally received,

i iin peevint (ed) my central one of preference and choice between
taterpee talions Ihink nothing has heen done by the authors , and

_ provicgpes theg believe that there will always be one and only one
interpretation successful in terms of their rules, or that the first

. fond ai bl doo Ouillian, ies, I think, the only worker in the field
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Hho has given any attention to this question,
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