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Abstract

A stable numerical algorithm is presented for generating a periodic
Jacobl matrix from two sets of eigenvalues and the product of the off-
diagonal elements of the matrix. The algorithm requires a simple
generalization of the Lanczos algorithm. It is shown that the matrix is

not unique, but the algorithm will generate all possible solutions.






THE MATRIX INVERSE EIGENVALUE PROBLEM
FOR PERIODIC JACOBI MATRICES

D.L. Boley and G.H. Golub
Computer Science Department, Stanford University,

Stanford, CA 94305

We are interested in solving the inverse eigenvalue problem for

periodic matrices of the form:

) oy al Bn
Bi % B
Bo
J -
: Bn—l
L. Bn Bn—l Qh

Such problems arise in inverse scattering theory problems (ef. [3]). The

problem and the algorithm given here are closely related to that discussed

in our previous paper [2] and that of Van Moerbeke [3]. For this problem,

we consider the matrices
(1a) o By I

B1 % : o (b+)

J = . .
b K

w
=
W
i
'—l
o
L

and



(1p) . -

where b+ and b- are (n-l)-vectors; K is an (n-1)x(n-1) matrix,
and a1~ is a scalar. We assuTe threi sets of eigeivalues are giv?n:

we denote the eigenvalues of J by A <. . .< A, those of J by

Kl < Kg .. < X_ , and those of K by Wy <-oee <pyq .- We will use
the notation A" = diag xl’KQ’” Ay ); AT d;ag(x b ,x) and

M = diag(ul,ue,. "’“n-l) We will also assume that the {p } strictly

interlace both sets of eigenvalues {K 3 and {X ; Viz

’1 1

t <\t

MOSH S Ay

_ _ i=l,2,--}n—l-
Ap SHy S A

We can show that there is a close relationship between the
+ - o .
characteristic polynomials of J and J , and thus it is sufficient to

have given the single scalar quantity

*

g = 53_52 £ Bn

in place of the n eigenvalues xi;o-o , l; . Using equation (5:2) in

[ 1], we can write
+
det (7 -3 1) =pO) -8

and



det (J- - % I)=1pH) - si r(y) - 2(-1)"7t e*

where p()\) is the characteristic polynomial of the matrix obtained from
J+ or J by setting en =0, and r(x) is the characteristic poly-
nomial of the submatrix consisting of rows and columns 2,3,...,n-1 of the

+
matrix J or J- . By subtracting these two expressions we obtain

(2) det (37 -2 I)= det (37 - A I) + b (-1 g

We will see-the values )\;_ appear only as the product ()\5_ - )\)---()\; - )\) ’
. N ¥
so that if we are given the values ICER o1k, as well as 8 , then we do

not need explicitly the values )‘l’”")‘n

+ -
Note that the roles of Ny and A; are essentially interchangeable at
+
several stages, and we have made the choice to use )\1 as much as possible.
We let Q = [31""’%1] be the matrix of eigenvectors of J so that'

A+ _ QT J+Q

It is useful to write Q in terms of rows as well:

(3a.) Q

K7 -



We let P be the matrix of eigenvectors of K , and write P only in terms

of its rows:

L

‘T
~ Ppn1

In section 1 of [ 2 ] it is shown how we may compute the first row

T +.n n-1 . . .
r, of Q from {Ki}i=l and {pi3i=l ~ The final result obtained there is
n-1
(b= 1)
TT Sk A5
2 k=1 o
(&) %5 = i (3 =1,...,n) .
+ +
[T Oy - ay)
k=1 d
k3

We can pick the signs of the qu arbitrarily, since changing one sign

is equivalent to just multiplying the corresponding eigenvector by -1

Consider the matrix

.~ + T. . T
o (~ ) 1 0 1 0
+ +
L = /\+ = T J
b M 0 P 0 P

A + T Iﬁ'
=P b , and M is the matrix of

+ . R
where we partition J as in (la), b

~

eigenvalues of K . We define L- similarly': Since the eigenvalues of



L )

+ + +
L are {xl:---,xn} , we have that
n

det (L7- % I) = I (x; - ) .
k=1

If we evaluate the determinant and equate the two sides of the equation, we

obtain the result:

n
+
A, 2 1:1- ()\J ] uk)
(5a) (bk) = (k=1,...,n-1 ).
TT G, - )
g 9K
itk
Similarly, we obtain
n
Ao JZI (Xj s )
(5b) (o )% = - &= (k=1,...,n-1 ),
11 . - )
I
jfk

but using equation (2) we can rewrite (5b) as:

n
*
(s - p) + 4(-1)"g
N2 1 3 "x

(5¢) (b )% = -

n-1

[T Gy )

j=1 9 E

fk

A, A

Note that the signs of b, and bk are unspecified. Any combination of

k
signs will give a valid matrix, and using a different set of signs may or

+ r
may not give a different matrix. We see that b =[51,0,...,O, + en} and



v o= [Bl,o,...,o,-sn ]T from (1) , so that

T
where in-l = [O,...,O,l] . Note that all the vectors in the above

equation are (n-1>- vectors. But, using the definition of L , we may
write

A A
(6) b*- b= PO -bv) =28 P =23
~ ~ ~ n n

Since g.n is of norm unity- we need not know Bn explicitly; we just have

+ -
to scale the vector Q - é\ to be of norm unity.

~

" 0 . . +
It is useful to partition the eigenvector q, of J as follows

XK
9 =
Vi
wilere }K _ qlk is a scalar, and Zk is an (n-1>- vector. Since

Jgk = )‘k?k , we have

or

+

+
(K'}‘kI)‘Ykz ‘3 X

T
Using the decomposition K = PMP , we obtain



= cp M- P by
Tx k AR
A
+ -1+
= - p (M- Ay I) box

Thus, the last row of Q is

n-1 b Q+
= = . n"l’j 'j
) Tk = Yoo,k T 7 Y v
=1 Y

where all the quantities on the right hand side are either given or are

computed using (&), (5a) and (6).

Now we are in a position to generate the matrix using a modified

Lanczos process. We need two initial vectors:

zq r, (computed using (4))

and

Z, r (computed using (7)) ,

using the notation in (3a). We have for these two vectors

T
Izl = mip = 1 and 2y oz, = 0

Note that we have obtained two initial vectors for the Lanczosprocessina

manner very similar to that used in our previouspaper for the fivediagonal
case [2]. The lanczosprocessitselfisa little different but is based on

the same ideas.

To derive the Algorithm we use the relationships

+

T + :
ZAZ = J and AZ = 2J

where 7Z = [El’i?"“’inl is an orthogonal matrix. We then arrive at the



following procedure, using the identification

A=A = diag’(x;;k;; Coe A, )

(8) Modified Lanczos Procedure.

T

1. SetBO:Bn:EnAE.l
T
@ = 2z Az
n ~N N
and
set EO = En .

2. For k = 1,2,...,n-1

Set Y = 2y A ik
Vie = AT oy B B q P
B = Il
If k # n-1 then set Ek+l (Bﬁ—%i

(For numerical stability only);

Orthogonalize with respect to z.,...,2, using, say, the

el %0 Zx

modified Gram-Schmidt procedure or Householder transformations.
The matrix J  and J~ will be defined by (1) using the Qs
61’62""’Bn computed in the Lanczos procedure. There is an ambiguity in
the signs of the {Bi}2=l in that we can switch the sign of g, while
changing the sign of Z; without affecting the result of the procedure.
Because an even number of sign changes in the {Bi}2=l in J+ will not
affect the eigenvalues (see Appendix II), we may assume thatgi;ee:---;ﬁn_l

are all positive and set the sign of By to match that of g , adjusting



the vector En accordingly.

To summarize the Algorithm:

We are given two sets of eigenvalues

+.n n-1
idig o feglia

*
and the scalar g

T
1. Compute El= El = [qll’ql2’“"qln} by ()

Ay A_
2. Compute b and b by (5)

T
3. Compute D, = [pn-l,l""’pn-l,n-l] by (6).

T

4, Compute z =T = [qnl’w'”‘qnn] by (7).

+

5. Apply the modified Lanczos procedure (8) using A and initial vectors
z
2 and En
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Appendix I.

It is possible to show that the Lanczos process described by (8), if
it reaches completion (with By # 0 for all k ) will generate orthonormal

vectors for any real symmetric A and thus the matrix J will be a periodic

matrix. For notational convenience, we writhg = EO We assume that
1 3 = z =
z, and z, are given with ”EO”Q H~1H2 1 and that
! = 0
%0 41 ‘

To generate the periodic matrix, we use the. recurrence relationship

9) - , . . Z. -B8. 2.
( B;J-l~J ~ -1 J-1 -1 83-24-2

for j = 2,3,...,n-1

Let

Bo "8 T 3% L%

and
ZTA

¥ = %%

Note this immediately implies
T T
Bl EO 32 = 0 and By El 32 = 0.

The parameter g, is computed so that |2J|2 =1 . Let us assume

T
(10a.) 2, 2, = 0 for i # 3, 1,3 = 0,1,...,k

and
(10p) fil'lz | =1 for i = 0,1,...,k .

We calculate

11



(11a) o
a o = % Ay
b = - -
(130) Vieel = A e T % %t By %
(11e) g = M-l
()-1
(114) 1 o= Bk Vxal
Note that “Ek+l:2 = 1 providing “Yk+l”2 # 0
We now show
T
Ek+l EJ =0 for Jj< k
, T L
Since % 4. = 0 and |~:k||2 =1,
T p—
ey % = O

.when o is calculated by (1la). Now

T T
B Z3 Zr1 T %5 P %

(12)

so that for j < k-1

1 1
(13) B, Z. 2 =2z, A 2z -8 ;.z
k ~j kt1 ~J ~k k-1 <j k-1
T
But zt A Ek = Ek A %J sothat (13) becomes, using (9)
= + Z - Z
Pre 25 Zeel T ZxByZye1 T 9% T Bsy Zia1) T BionZy k1
: 0 0 !
= g.2,_ 2Z..+0. q. . - . )
B Zx Zjr1 % By1 7 Bkl %y %k



Therefore

T T
B Zx-1 Ze1l = Pre1l % %k 7o Bko1 Zxe1 Zk-l =

and for j < k-2 ,

T
z =
B Z3 Zr+1 -

Appendix II.

We include here a short discussion of the signs of si(i=l,2,”.,n).
We wish to find what sign changes can be made that will leave the eigen-
values unaffected. In order to do this, we will try to see what sign

changes can be made by similiarity transformations.

Define the matrix

Vlj =dj_ag {Vl,ve,...,vn} ’ lSlS,jS n ,
where
vl =v2 = = V1 =1,
vl+l = = VJ_:—]_ ’
and
Vie T - mT?

Then V., = V.?’ for any i and j
1) 1]

Consider the matrix

We can see that J will be identical to J_ except that B; and Sj are re-
+
placed by -ei and -ﬁj ; however, g = Bi is unchanged. Thus, we may

l_.
toggle the signs on any two By without affecting the eigenvalues. It follows

13



then, that making any even number of sign change will leave the eigenvalues
unaffected.

If we make an odd number of sign changes then by using the above
argument we can see that we get a matrix with the same eigenvalues as J .
Thus by toggling the signs of the Bi_ we can get only two sets of eigen-
values, those of 3 called.{k;}?=l and those of J~ callid.{x;}?=l.

Whichever set we get is determined by how we set the sign of B

14



