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Abatr'llc t 

Dt>duc:tv~ ti"Ch:"'tqul's iHl' prl!'st"nt~ fo,- denvmg: prugr:.ms syst~r.utically fr~ g!vl!n 

spt'Ctkatlor~s Th~ ~o.-uitcattor.~ txpre~s 1 1'11' t>'JrpoSf! of the dtml"J program without gtvint; 

~r0°' ~··nt of th,. algortthlll ro bl" l'rnploy!!!i Thl!' han: ~rproach ts :o tramform tht 

lpi'Ciftcattons rl'pl"atl'd 1) OJccordmg to d'rta!n ru!~s. until a Jall$factory p•ogr~.-. ts f'roduced. 

Tnt- rull's ilrl!' gutc~ffi by a r~um~r of strat~ic coor.rols. Th~sr t~hnlqo'!: h:.ve been 

mcorporarro m ~ runr·ng program-synth~m tysrem. callf:d O£DAL'JS. 

Man~ of t h!' tr amformaltoo rull's rtprrstrot kncwledgt about the program's sub~~ dorna.r. 

(,. g 0 numhf'r •. ltstso lof'ts); 10mf' rl"prPI.f'nt rh:- nwan•ng of thP corurructs of the spectftcat'.<.m 

l;m~uace and t'"tP targf't progammtng l<mguAge; anJ a few rult.l repre~nt bulc progr;:mrning 
prtnoplf's Two of thl'Sl' pnnctpil's. lnl' cttr.diti011al- fc>r""atl011 rr.tit and the rtcuTJicn-fDTmatltm 

ru.lto account for thf' mtroducuoo of coodlltorul expressions and of rec'.Jrslve .:•!ti Into the 

synthl'st~Pd program Thl' termtnattoo of the program Is msur-.'11 as new rP.aJnlvr call.\ are 
form~ 

Two ~~tf'nstoos of thf' rectJrstoo-formattNl n:il! arr du.cussed: a proct-:lurt-fovmatton rult, 

,.,,,,ch admtts th~ mtroducllon of &U!Itlhary subroutines m the cour~ oi thr synt1'1e:.is pr.--cess, 
and a {otnaaJization ruJt, ·o~~htch cau~s t'~r specifiCations to be altrred to repr'-'Sent a more 

gl'neral problem that •~ nrvertheleu easttr to solvr. SpeCial t~hniqun are Introduced for the 

forma11on of progr:am1 wnh s1de rfr~ts. 

The t~hmques of thts pa~r arr: Illustrated with a sequr.nce o( enmptn of mcrr. .. 0 'I!. 
complexlly, programs arr constructed for list prcw:ltSStng, nur,-.erica. cakulatkJn, anci array 

computatton. 

The rTifthcds or program synthms nn bt applied to nnoua upecu or pracr•mmtnr 
r:1ethodotogy - - pracram t; ansi' ormation, data abstraction, procrt;r. :-nQdlfkaUon, and st'UCtUred 
programm•nro 

The DEDA LUS system accepts spedflcatlrns expreued In a hiCf'-level Jancuace. lnc~~:Unr 
1ft notation, tocacal quant1fkaUon, and a rich vocabulary drawn from a variety of sui-JL'Ct 
domaanso The system attempta to tranlfarm the apeciftcaUons lft(O a r~a~nive. LISP-IU.e tasp 
program Onr one hundred rules han .,_. ~Mmerlted, nch ap...-~ u a ~mall pracrun 
In the QJ.ISP lanp.o 

ACCBSIOO lor ____ _ 

""' -UhM'IOUII:£0 
JJmfiCATIOM --- -·----t 
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lntroduc ~·m• 

INTRO,JUCTIOI'J 

ln rf'<~·H Y•'.HS <h"r~ h;u iJ•d'n o1crf:.Uin~ iiCttvnr 1n tht ftf'ld of program verlftcallon The 

r.:o.,l ol thf'$" !'f:"ort~ 11 to co l!lr•Jct c~•mput~r l)itr.m; .or d~ermln111g "'h~ht'r a g•v"n progrilm 

I' ,orrr( .. lr· t!1F s.-ns,.oo of sa!lslymi g1vl'n !pHI'IGliiOt'U Tht~ att"'llpa IJavt rrlf"t with 

1n. r";nm·l sucu•u. wn!lt aurOfT'.diC ;:;roofs of thr ~one<tr.eu of largr pr~: am.1 '·'!Y b" a long 

""i off. :t \f"f'ms fVIdl'nt t~;~; thr tl"(!.mq:J,.s b>t1ng d"v"kt~ Will~ us~luf m pr.&LI".e, to fmc.! 

•hf' bug< tn faulty programs anc' to g•vt IJS C\Jnhdma m corr!'Cl ones. 

·;·he gt>ntnl K.t"''UIO of the vet .::.:attar• syst~:"' •• 1~11 ,_ programmer wtll t-n:•sent hu 

complttt'd compu•tr progr; m. 'long w:t~ liS ~iflca.•om ~111 auoclaled docu~nt-:&rlon, to a 

'Y'·'~ whtch wt'i then prove o• daaprovt IU corrector» h nu been poin;ed out. most not•bly 

by tht adiiOCioti"S of str!.lcturtc! progr:ammir:g. that thu 11 "putting th.? tart befort the horse.· 

0nc• """ havr. rech.llqtJ~s for provrng prognm co•recmess. why should w..: walt lo apply th~ 

unt1l .aflf'r thr pr~nm t! compiorf,.~ lnstud, why not rnsurt thtr mr:ectness fli th~t program 

v.hr~ 11 u b4-mg conmucttd. li"ltr'.oy df:v'!:op111V: :hr program and It~ correctn~.u prooi "h,.nd In 

h•nd~, 

The pomt u p~rm.ularly well-,alr.m when ••e constd~~ that program verlrtcatao., reUes Clf'l 

;;utornauc ~heorem-prov11g techmqun. Thtse· tech,.,lq!H!s embody prlnc.tp~ of deductlv'! 

r~asonlnf:. the samt pnnc pits that a:re applied by 1 prograr,,nwr In construai"C the ,:;rr:'K'am 114 

th~ fan fllact· Whr .. ,0( employ these prl:"!c!p~ 1n an aw!1Matk I'J'ltllfsls ''st#flll, •1h1ch would 

constn• • the program i'•utnd of ,-wrely pro•'·"! IU correttnftl? Grant~. lfJ C'Of'11truct a 

pr~ram requires more orlg1na1Uy and crutlvenas than to pron Its c:orrectnaa. but both tasks 

require the sa~ kind of <i.tr1klng. 

Strudured programm:tng itself made 111 urly contribution to t:t! aut{JO!Tiatk symhnls of 

.:omputer progr:ams ln bying down prahC'ipla for the development .If programs fn:wn their 

sp«tf1cauona. These pnnapla are ti1tert.:itd to strve u pktel&na to be followeci ~; a human 

progn.rnrMI' However, they &If' not formulated prKitely enNI(h 10 ~ carr1Gd out bJ a 

machane. Indeed. the prt.,..-.mu ol ~ructured t"'CiflmmlnJ have been molt paatmtatk about 

the pol\iblltty ol n~ a~~Utma".inJ tndr r.:hntqua; Oi~t.tra hu pr.e 10 fv u 1D Ia!' tltat we 

shoukln"t automate pro1;rammt~t( .,... tf we Clh, becaull w. would take awty all our 

enp,-ment ol the tuk. 

Programnung Is a ct: tl1enclng task, and ttl autom:itlon b a part or at1tfldal tntentcena. A 

syscem to conlb'uct conputer .,..,.,.. mull have r. brad ranp ar U.C.Wt.dce about 

procramman1 •npaps prapMWn"'t liCttntque. lind tht IUb J1n dt"fnaan ol the program to 

be conscrua...-d. Furthermore, It muse han the .tH&ity to retrieYt 11M rtle ·anc CICinlpCIMftU ol tts 

llnowledp and to COII'Ibine thtnl to ptrfonn the task M hind. Praa•..,..... t la &mane the moec 

decnandi"C human eat,·•ltill, and as lmDI'I tltt ..., talks compu•rs wtl do wl. HeYen....., 
tht lnt!"~n~ ln..,... anot !»fKtkal ~ fll tlw pt'Girlft ..... tlllk haft tMtt•IIMd IMIIW 

reoA"Iilrchen 10 conNder tM poulbiMty rtiiUCIDmlaft!i tt. 



2 Introduction 

.<;,pvpr;;al v•·u. ''go. wp bpg.tn (fur n•1.Parch on autOfnahr progarr. syn:r,;:-,as b•• conl!df'rmg ,. 

laJgf' •1Urnbf'J of .1mplr programm1n'i!: task !n f'xilm•ro~ng th·~ dtrlvatJons cf programs ro 

<Hhle"" the~•· t.l·~s. wp ob~rvt'd CPdilm r~ulantlf'S, strp~ •hilt HP pt!rform~ ovt!r and ovtr 

agatn tn ~ vaflply of ~·Jb~t dOfHilfn~ ar.d thill thf'rPfOrf' c.n bl' I~Udf'd U "tprP:"'nl!ng biiSIC 

pro~r<lrrm:r.g orl•lup~s Wr have ~p~ofted the~ prm•.lples pr«l~ly. 11nd ~uvt a.ophf'd th,.rn 

to rht con>trur!J',n 0f leu !r1vul programs. 

H• ·h1• ;.up·• •f' pr"\,.nt MJml' oi tht buiC pr1nc1plrs :o be ir.:.orpor1:"<1 Into ;an I!Jtomiltrc 

progr .U'Il-S'I'rthe••·· sy!ltrn Su'h a systPm acctpts •.p~•f•ut;Ofu thill Pxproen the pur~ost <:>f thf' 

program ro br cclflstrucrf'd, without gtvmg :~>ny h1nr of the algornhm to'"" trnp!oyed W1th no 

fmthrr human Jntf'rvmtton. lht' system ~rrempu to transform thftf! 'f)Kifrcatlom Into a 

vorram ···~r achlt!V~ lht' t'Xpr~sf'd purpo~ Thl\ program IS ;::·1a'lntt'l!'d to~ w;r~t and 

w,ll always •~>rmm~t~; f,r rh~ molt part. w~ w1ll nOf bt' conctrnt'd wtlh Its efflctmcy 

ThP s~1facat1ons :art exprnsed m a sf>tt:ifico.titnt lang1Uifl rKh Wtth cons!ructs from the 

~ub Jt'<l dom.1m o~ the app1Kata0'1 Ba:aus.t the SfiKlflcatton l:angu~gt don r'Jt nt1.-d •.o t>t 

executf'd, It tl'l afford htgh-lt'vel constructl ciou to our w;,y of thanlun~ about the J•Jb JeC• 

Sp«•ftcattons r~prt~t«< m such a l;;angu~t arf! hkely to be! tasy to formul~te and to 

corrnpond correctly to our rntm!lli"'S Thr drtaib of the parttcular tGTfrl l•"fl'G{f--tht 

lanluagf' II'! w!ltch :he pr~ram u h• be constructl!d--ut' not 1mportan!. In OLir exainplf's. wr 

tmploy a umple LISP-hkr langu~ 

Our b;m~ appro.~ch u to trans~ orm the specthcahom rr~a!edly acc\ll'dlng ~C1 crrtam 

'"""JJ'rt'"'tr''(t"' ru!'' G•Jtd~ b'f ~ ~~ r'f't'w!r ~~ !~"!'~~ r.:::-n~ro~!. H!~ !"~~!'!!!eMF! •.a rn:!d~ce 

an ~utvil~nt descrtpuon compowd rNirtly of constructs from the tt.~ languag•~ ~~any of 

<hi! tr:amforma11on rules repr~t lr..lowlt.dr about thf' ?rugram's sub)«t rlom•tn; so.ne 

~xphcatr the comtructs of the tprcd'katlon and tarrt larguars; and a r.- rules repres-:"'t basic 

procrammtng prtndples. 

s.amt of thee ltehnaq"":' have been iiiCOI'pGntld mto 1n aperlmlfttal pn~~rarrr-l)'nthatl 

system called DEDALUS (the DEDuctlrt ALc,..l:t.m Ur-3J11ttM.a•). T'M purpc~~e of thts 

aya&em aa not to be .,...J tn pncUce bill rut... to tat c:ur pu•r.,.....,ntheiU ki•1. MOlt or 
ttM namplll IMiuded "' tho ,.,., h.,t .,.... carrted out by tt. DlDALJS IJIIIm. 
t-towner, the emphllb ol the paper Is !M'C on Uw clttaib of ttN DEDALli~ lmf--.laUan, 

bt.1t e.n rhe bask pracnrrtrl'tt"l prtnaples it ar.wrporates, "·htch car. be appW.., any system. 

In the p•Jt few yet.n. then ha•e &pFrared ,...,.1 ••r'-""'· tA pnlt;. amrMnf IMth.."1ClolaCJ, 

r ~. ~erucrurec:t procru'I'WNnc, Pf'CIII'III" tnnlf'onMCton, a."'ld dar.a &bla'IC'Jon. Ttt• dbdpbnel 

rl!{;ommend sytMmattc approedMa ID P'ftl'llll CII'IID'1ICdon for malt6nf tiM P"ll"'""'*'* proceu 

simpt.r and more ,......,.., The Ia' ru'' 1'* of pniii'IM ayndMaJ -. ' to fad Itt... tht 

appltcauan of each c6 ttMie dlldf!1nn. In lMI way, procr~~~t-~J"Ih• ,...rc .. can be or 
Yli.Ue kine befOft! Ml ;albM- .... 1Jd.rf4'"Ci. 



Introduction 3 

In th1s pap•·r . ...,~ pr,.!~n•. thoe bas1c concoeph and prH'Cip!O:'s of pr~r .. m synth~su. we oel\toend 

rnt'S~ mtothod~ •o OIII!Qw th~ ~ynth~m of preJtraam w11h sad;,o eff~!S. <1nci we apply thtou· 

tf'{hn•qu,., ro Vl•lous lBf.of'f:U of prognm;mng mt''hodr•logy H11tonul rnnar~s. comparisons 

w!!h och~r arproaches to automatic prognmmang, :and r .. '<l's on thf' DEDALIJS amp~tatlon 

arP re~rv~ tor 2 fmal ~uon 



4 Concepta 

1. CONCEPTS 

A.. Speoinvatlons 

TtH• f.q; rpqun .. m4"nr of <~ 5p('(•f•ctttOn liin~uage 15 thilt at should alk,,. us to ~xpre~s th~ 

pur po~l' of !hi' di'\Jr;•j F rogr;un dln~tly In otner word~. onct wt hil¥1' for~ 1 jH~IM" 1dP.a of 

whilt the progam n Jnll'ndffl to rio . ..-r 5hoold ~ ilble to formulilt!! the sp~ofiCiiiiJOfU 

ammf'dlil!Piy. without pariiphrnt Fur.htr!Tl(lrf. II shouk1 ~ euy fo,· !h~ programmt'r a;':t1 

othl'! ptoplf· to rl'ad 1nd undl'rstilnd tht >~lftuuons iiOO to ~ thiit th(J ut corr~t 

for rhu rl';~son. 11 1s nl"ftssarv th.u tht" ~peoflnat•on hmgu~ contatn vP.ry hsgn·-ll'vl'l 

conslrucu. -.. hsch ~~lfrflpond to tht COOCI'f'B w~ U'll' In thmlung Jbuut the problem and whtch 

arl' ~ndt>mtc ro rhe wb JPCI domam of the ru.:f't orognm Such c""'llrucu are typtcally rtot 

mdudtd m il con~tflttonal programmmg lil.nguage. bl'c;au~ It may bot ;m~tblt to find a 

umfc~•n w•.y of cof\lputm~ th~ or l~au~! tht'y may not be arneonat.lt to effiCient 

tmp~lla!lon 

St'CiiUS(' a spt'CtfiCitiiM lilnguage should hnt a l;uge number \Jf conJtrucu. and be-ciluSt 

thest" construch art' partt(ul;u to the- ~ub jt'Ct domam. WI' do not att~p! to d~tn~ a comp~P 

sp•"=lf:~•t•O't linguar lnsttad. wr pr~!lltnt thr Spt!'Ctftuttoos of 10m!' of the- programs w~ wtll 

u~ as n1mplt's la:eor m th1s pape-r, to ti'ustratt sonw o( thP most 111riul constructs 

SupPQSP. wt want to con;truct a Prf~ram. called ltSJall. to tnt whether a g1Yffl numb.; r It 

leu than I'Ye>ry ~ of a gtYt'n hst I of nut~n. and to output trau or f.JJt accordth:tv 

Thas program can be descrabed as 

ltu.Jl(x I) <•• cc.put .. x < oil(/) 

wltere x ts a nu,_, and 
I n a lilt of numbers . 

Hrre, the npreuaon z < .JI(I) deftOMS the condition that x 11 leu thll'l nery nwnber ol the tilt 

I; Us n"-tt iJ t'11U or t-J;t deplWIInC an whlthlr or no1 the conditiOn holda. Thlapraston 

~· ••• 11 ttw lllfj!Pfl.! J,fdJkdoft; iC prnida a delcrtpUon ol the output the wp 

procram u mtendtd to produc..' The apnU~n ... .,. ••• a. 1M '""" ·~ tt I*•• 
the condrtaans ttw lnpuu I' and/ tll'l be ,.,_.. to Ulilfy. 

To apecsry a porognm IIICdtJt IXJ nll'npute the 1arJat element ol a ct•• IUt I, w wrMe 

... cxlflt(/) <n O ... tfte J.., .~ : I C I CU I i .u(i} 

wtaaor• I u a nonetnp'V lilt or IIUIMen. 

Here. the conarua •,... z • P(l)• cMnGt8 MJ ...,_, • alliii'JIIII EM ocnclldlll ~). lftd " c '' 

..-na thai • 61 a _ .... olttw • (• Ill) ''· 



Concepts 

A n01t11'r I" X amp If- thP' Rrl'atl'!.l common drvrsor (~((f) of two nonnegauv~ anteg~n u th~ 

larg!!\t tn".-ger that dtvrd!'~ borh of tht-M To >f'-"''r a prorram to compute thl' &(-1 cf:.: and J. 

WI' WTI!I' 

t:c~(x y) <- • com~ut• 111ax{: zl,x a"d zt:Jj 
wher'~ >: a.,d 1 are nonne-gatrv!! lntt>gl!'rs ~nll 

x " 0 or., " 0 

H"'" ,, ' S ,, lhf' : .. rbt-st f'll!'~nl oJf thf' ~ S Tht mput condt!lon x" 0 or 1,. 0 IS rncluct~l 

bl'< ·.ust" If bvth r ;and 'I ue zero. thl!'n any mt~r dlvrd~ tath o( thftn. a. > the ~ of all thl!'rr 

rc:>mrn(-.r dtVIS<"1'S rs mf1n11e 1nd h;as no lar~Sl elnnent 

Tht Carttuan p.·oduct (IJ•t of !WO 11m s and t IS the II!'( of all pa.in whose rirst element 

belong1. to s and whoae I«<f''C ~lemmt belongs tv t; a prorram to t.anputr it 11 apecUied by 

carr(; t) <•• compuh 1 (:r 1) . x • 1 a'lld 1 • t ; 
where s and t are finite seu. 

Htn·. (,.. y) dt>notr~ thr pa1r whow t~ts arf! x and 7 

Thl! !f'!:h•11qu~> w~ ~loy an th&s piJ)f!f are nor d~er.t on the partkutar cllOict of a 

'"'l•i ir611fUCft'. the iancu-ce in wttech tht ctts.rec: procnm .. lO ~ expreued. HDWeVft', ror 
tiM! sak• of dt'ftntteMU, .,.. wtll reprete~.t ttw ta'l" ~liM In thil paper In • feud, LISP­
I,Ikt langua.ge. whKh should bf rndliy ondentandlble. 

For '1Uinbtn. u~ target lanfUialt tncludts such fl.mlllar opentlons u ll' .. ,. " - ,, " s ,, 

ttc. For Jtj(s. we u.sume that tlw tarld fMIU~ c:antalns the UIUal LISP prtmttl"e: 

1411(1) · tlw hll of 1H but the nut elerMnt o( the notltlllllplJ IW I 

if P tAft z «s~ 1 : " If ' Is true, 
' ., p .. falll. 



Cr>no~ph 

f- •rull·t ""'(' .,'l''>pk•! •UU1II•."l fnr I"X<r~mplf'. i pr:-t{flm j{l) m;ay 01! drl10~ In f,..(~! !:!f :t 'e"C'.<' ••'0! 

.&II f'ltflL!(: ;·, 

' '1 (ntr \I" ...,,. ( ~" uti" 111\ ol • ilf' t<Uj(PI i<Angu~e con~tr u(a :•• for mulatlnl!, the Spt"C:f.~atron! 

I h u \, · ht' a r ~e~ l•ngu ll@;l" rna~ bi' coosldl"rf'l1 to 01! a sub•": · t hr "t)«t(IC;tllon I tnt, ;&(·' 

A '*'!'"wont nf • "'Of<' 1M Of't.c:rtptHlfl rh~t wn~osrs f'flll•t!IV of target-langu~e coru!rlt((s ""'" 

br • o1.JI.t'd 11 '"'""'llr•r lrg"'nH 

., : ilr)<O~ loll' • 111 lloo~ 10 idd new prtmttlv~"' to !he t;arget langu~ Ttuu. tf Wf want to 

••• ttl" ~ p!CJff <lm '" 1 """" \tlb lf'l:l dcomo~tn w•ll adrt tht pnmurvH appropna1r to ttur 
noc•o;atr• I• WI" "''IIY~I to f'J.tHtss i progr.lm m u~rms of s.omt ~tvm lf't: of proc~OJ>n, we w11l 

rrriA't thoM' prcxedur~ u pnl"'t!IYn In tht ~eetlon on udt rffl!'ciS (:S«tton i). ~ well trtdudl!! 

ronurucu lt'"'· u usep,.,.,t statemenu and array, tn thf ta·,·ger ll'nra~ 

B, : 1f' 1 '·'K' lokm, for cl"·:taJn tasks w"' may chOOSI' ,o dtlttt! prt11Hli11P1 from thr targ~ 

fanguagP For JnH<Ancr. 10 corutrucr .11 morr tfftelt'flt prop.11m wt may drlfte crruun umr­

ccxaummg prrrruttv~s Thr D[D~.LUS ays«rn allows thf uRr to add or dettu const1·ua; from 
Its pnmlttiiP 5#! for a f'U:I(Uf<Ar IU .. 

C. T~ranefornaa\lon Rule• 

Our haJ.K "?proach to procram ayf'lthews ts to rmploy a larp number crt tvll'1ts.fontt41ttm 
~u/11, wruch tfPiace one leJ"''''l Jl a program descnpuon by anortwr, equ••alllnt dacnptiOn 
The u.sk ,7 pt 01ram J}'nlhe'Hs IS then reducee bJ applyms theM rules to rtw ct•en spedfklllton 
r~a;~ly lln'tl a pramtUYr pracrun IS pt<'duc.d. 

··an-t' translormabOn rules e7(pl81 the~ ol u~ uncklrtyillt ~ cklmaln ('!i ... the 

p~1e1 ol the •nttc-• or lut ~trUCtUrw&). OtMr "'* n..- thr rnnnenr of ~ne a..-«rucu 
m IM apeahcwon lnd the tarpc IMpapl (q~ t• : !"(~)! en ttw ~ llnpll'f and 
A~t) in tM tlfi'C .......... ~ SUU MMrt ......,, 1 fonNIWtan vi buk procrlfnminC 
techmq&Ms, whKh do na! defMnd Mt a putiaiW JUb ,a ~ (e.... die intradiiCUcln vi 
tandtttonal np ....... llid r«Uf'llaft~ 



Conc~pts 

"" ''"'pon:Jinj; o:prl's"~n r 

'urrl'nt prolram rl~scnpt10n 

For ~~ arnpl~. •hf' rulf' 

t•u~ and Q ., Q 

7 

111 · 'rilmfNmatiOn May bf' applied to ;my 1Ubf' :prPss, m r of th~ 

It ! not to bl' apphtd an the revt:~ d.rtetJOn un~u •nothf'r rul~ 

mP;ms rhar any expr~H1on of form Crt..• ··nd Q may bl' rtplac~ by Q. P.~ appltmg thu rult. wt: 

rna y rl'pl.tcf' a program df'scnpll'lfo 

mar! r I rut and z111 

mar{r 1") 

t•>t' .rr 

dl'notf's that thf' transforrnat1on 1 •> :' can ~ a?phl'd only 1f thf' condl:lon P u true. Thus thf! 

rult 

ulv • > rrut if u 1s ;m mte-ger and v • 0 

dl'nOlf's thilt il progr;am stogfTlf':nt ujcl c:m bf' rEplaced by trut If " IS known to bfo an Integer and 

v to be zero whenf'Yf'1' the ~r IS executed. Thus. this ruiP. can be applid to transform a 

prograrr dncrlpcion 

tf'. 0 
tltrn r" 
tlst ' . 

,,, • 0 
tltm tnu 
tlJt ' 

Whf'r" .x 1s krrown to ~ au intf'C"" 

Oftn1, ~""tOt'£ than OM rule can be applied to the- same pi'1JII'un descriptjon or even to the 

same "mePl For" .1'hlfM. elM qKal rule 



I Co11cepta 

PandQ •> QandPi 

uiv .utd ujw ., ult: and uifii-V af u. 11, and 111 IT"! .ntegen 

can bo!h bt appht'd 10 !t'ot progam descnpt•oo 

In such ~u·• !l mu~! be de-cadtd whach ru~ u b~st to apply This dafflcult probl~ must bt" 

fac~ ,,, any !r<tn>f'Jrmat1or.-rule system We prefer !o po!tpont such coruldflrll.ttons until aftl!'r 

WI! hilVI! prw·nt~ some concrtt.- examp~s (Sf!!! 5e-c:IIOO 20 on "Stnttgtc Controh ') 

D. Derivation Trees 

In applymg a tran1formattoo ru~ tc a gave:'l program deKrlpUoo, we obtam a new program 

dt"scnpuon, v•!"lach we regt:d u a ;~~oal of th~ first. To this aubgoal w~ otpply additional 

transformation ruin repP.3tedly, until a pnmatave program dacnptiun is obtnined. This 

dncnplion is the desired procram. 

Thi! top-.r~~1 goal ... ob!amed dart ·tly from the program's apeclfkationa. Thus, if the 

prorram f 1:; spectfted by 

jf.x) < •• compv~• P(:r) 
•<¥here (.,~x) , 

Goeh compute P(x) 

CHere. Q(x) Is a coo•Jit:on but P(x) may be any npms100 in the ap«tricatian lanpace.> For 

eumple, an derl••nc the pi pnllfam. we art'*"" the ap«lfn·GN 

cc·li.." ') <•"" COIIIPVt• ~~a{r: rlr -~If} 
wttwe r and ) vt nonntpd .. en.,. and 

r•Oor,•O. 

1 ~tuetty, tt. DEDALUS .,.._ clbee not we thle rule e.,lcltty, t'- ..... 
effect Ia KNelled by • Ol,._enl ..c:hlniaM. t;e; ,..le•nh.tlon, • 

Section ... 



Concepts 

Our top-l~v~l go.:-• Is thus 

compute rMx{z zlx and z~l 

By applysng th~ transformation ntH-

P and Q •> Q .znd P , 

wt' obtatn 

Go•! 2: compute max{ z z11 ana ~pq 

If a transformatiOn rult' tmpo~s - condtttoo P. whtch mu~t be :rue If the ruk IS to b~ 

~rpht'd. a ~ubgoal of th~ iorm 

Go81: P"'OVe P 

must be achieved before the rule ran ~ applied. For lA .. npie, tn developt.nl the procram 

It JSall(x l) to test ti a num~r is les. ihan every element of a lilt of numbers, 111·e be(tn with tht~ 

<op-lnrl goal 

Goel 1 : e;.,mpute " < all(l) . 

In attempung to apply the rule 

P(al/(/)) • > trut If I IS the rmp. y list, 

which states that any property P holds for every elemmt of ~he empty list, we generate the 

:ubgo:\1 

Goal 2z prove /Is the empty lilt . 

To acct:Jtrphsh such a task, we must apply trtnsformatiJO rules repeatedly to the npraston to 

b4t proved, until the npres.slort tnu IJ proc.luca. if, inat.nd. falsf ts prod•JCtd, or lt we 

encounter a ~ituatlon In whkh no ruk can be anptied, the pal of proYliiJ P tl aborted, and 

the attempt ro use tho! rule that impwed P u a condition Is abandoned. 

If no ru~ applin to 1 rtven aubpal, t.cltNd~ttf occurs; w ..._ abnta.!e ru._ In app"r tr. 

prnious subgoals. BacktrldtiftC wUI be dllcu...t further in t~ IICdan on ·~trattpc Controls• 

(Sectton 20). 

By tt>e process we have just ot~tlined, 1 lfee !If pals 1r.d IUbp:J!a h ~· We will call 

this structure a ,..,,.., ~ t111. 



10 Elementary Programming Principles 

2. ELEMENTARY PROGRAMMING PRINOIPLJDB 

A. The Formation of Condhlonal Expressions 

To 1llusrrat~ th~ formation of conditional expr~sslOns and ,·ecun1v~ c01.lls, we explon a sing~ 

s1mp~ exampl~ Th~ prognm to~ wnstructed. ltssa.l!~x 1), IS Intended to test w\tether a g1ven 

number .r u lt-ss than ~v~ry mem~r of ;t g;vm !tst ! of num~n. 11.nd to output trut or fa.ist 

accordingly Th.- Sf>~Cif!catloos. as md1cattd m Sect:oo ! . .\ c1.n ~expressed as 

ituall(x I) • •• compute x < alf(i) 

where xu a num~r and 

I u a hst of numbers 

Not~ that tht output d~scnpuon u~s tht tJ.ll spec1ficauon construct, wh1ch Is not prlrmtlve; 

th~rriore, w~ attempt to apply transformation rules to paraphrase the output cie.:rl~"!fV• u1tng 

l.i."'!IY pnmltive construcu of tht target langUige. 

W~ assun.~ we have at our dispollal two ru~s that explicate the all construct: 

• The vacuous radt 

P(ail(l)) •> trut if I is the empty hst 

nys dat any pr~y Is true of every element of the empty list. 

P(all(l)) • > P(.l,GCI(I)) crul P(41l(tal(l))) If Its a nonempty lilt 

states that a property holds for eYf'fJ element ol a nonempty lilt If It holds fc-r the first element 

and for all the rest. 

O&ar top-lev~l pi lJ formed directly from the proJram's tpedfkatiana: 

Gcel 11 OGIIIPVt• 1r < aU(/) . 

In thtl dliCUutan .. will not canMder how to lllld lht rult to N ....... ; we wtl IIIUfnt fw 

the ttm1 betnc that tiM appraprl.w rult miCkaiY appnn whln tt 11 rMIIIl 

One tranlfonnltiDn rult thll ..,.._ ICJ lht cu..,... autput dliulptiolt II till ,_ rut., 

l'(cll(l)) u trtu If' Ill thumpty IUt . 
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·1 ht' rul" wolllrl ~llow tn to rl'ducl" our output di"Scrtp110n to trut If only we could achtt!VI! the 

~ut>go.al 

Goal 2: prove I IS :ht empty tnt 

c" ro11r s,._ WI' ~nn01 pro1•!" ,·,r dnprove thn cond 111on I u an mput that Is knc wn to be .a 

llsr. hut rhat may or may no! bl" l'mpty Tht: u an occasion for app~ylng the cmditional­

( '' "\,1fll"1 •u!r 

C'lnd1t1onal !"Xp•n\rons ~rl" 1ntroduLed 1nro programs u a result ol 
h~porh.·trcal 'l'Hono;1g durmg .nl! prognm-form1t1on process. If we fail to 

provf' or o :~provr a suogo.al rf th"' form 

pro~<~ : . 

th•· cond:ttoru:l- fo•'1r-litm rult :allows us to introduce 1 cue analysis ~nd 
cons1der .teparootely the cue m •;;hrch P Is trul! at1d P Is false. Suppose we 

mccH'd '" con~:.-uwrg 1 progn.m segment s1 tl'tat solves our problem undu 

'hi" USU"lpl•:lf'l :nu P is tiU!, •• no another aeament 12 that IOivtl the 

problm1 undrr ,;,., auurnpuon that P Is false. Then w, combine the two 
s~ments mto .a conditional expreu1oo 

whtcn solves the problem regard leu or whether p IS true or false. Note that 

to !"r.mrl! that thu 1!Xpri!SSi<;,1 Is primitive, wt apply the c:ondiUonal­

formatlon rule only wh!"n P Itself Is a prim1uve logical statement. 

L,.r us r,.turn to our eumple. Having failed to prove Goal 2, that I 11 empty, we attempt to 
constrw:t a program ~nwnt tha'; wtll solve our problem under the a.uumptian that lit e<rnpty. 

Caae I 11 M\pty: In 1t.1s ca~. we are justlflttt In applylni the vacuous rule 

P(tJ/1(/)) • > trut 1f I Is the l!mfXY lilt. 

10 Goal I. compute X < a.ll:l). yieldlnc the primitiVe procram aecment tnu. Thll aecment 
solves our problem In this cue. 

We have yet 10 co1"1der the case 6n which Ita nanempty. Thla require the formation of a 
r:-curs1ve call, whach wUI be discussed an the nat MCtion. However, at this point. we know that 

the program will have the form 
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lwaU(x t) < .. if twtptJ(l) 
tl\rn trur 
list 

C1se •n•lys•s 1n theorem pr0111n1 his been ~mphas•zed by Bledsoe 111"1d 

r yson [I 9 7 7). Other pt oar ltm-synlhe<l$ 'ystems I hal form condtlional 

~v;>ro?S~tons by c&sr analysts t,ave been unplemented by Luckham ~nd 

Bud'IIMin ( !974) and W1rren [ 1976 J. 

B. The F.,rmatlon of Reoursive Calla 

W~ tii•Jsrrart- th~ formatton of rf'l:u~\IH ulls oy coo11nutng the construction of the ltuall 

procram. R~all thJt 11 .-emams :o coostd~r rh~ case 1n whKh lis a OOPempty bit. 

CM• I u nonunply. lu !Ills cue we fall to ach~eve Goal 2, to prove that I ts empty, and 

~her~ror~ we look io• sor1e alternate mnns for approaching Goal I, ct•.rmput• r < tall(i). 

Another n:~ that apt>Ues to Coal I ts the all decomposiuon rule 

1'(411(1)) • • P(A•cad(l)) IUtd P(tJLI(tcJ.i(l)) If I is a nonempty lilt . 

cao-1 a I prove I il I. rwnempty list, 

which 1' satisfied tmm:.:dlatety b«AUK we have usumed 1n our cue analyw that l Is r1011empty. 

TIM rule. t.herriOA, lransforms Goal I 1n10 

Goal •~ cOMpute x ' AIGCC(I) clld x < all(tG41(1)). 

To compute the truth value N';,: < AfOd(l) b S!1mple. becawe :rand l are 1npUt1. and .. IS 

~ prtmtthr~ con11ruct. It !tmaloll, tlwref'ore, hi achieve 

Noel the~ thusubpalla an &na18nel f1l our ortpnll Ooal 1,10 eM~~• arc tii(J). wtdl ...- • 

....:! I r ... ad by a llld -.'(1). TIUI u In opportuftMy for ~ the r---J'N 1 ... 

""'· 
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ln g~ntonl. 1Upposto Wf ur to deve\rJP a prograrn wht»<! spalflcatlons ue 

of form 

j(x) < • • compute P(x) 

where Q(x}. 

in which Q(x) 1s il (IY.lc'ltl~l but F(K) mi.y ~ i.ny expression In the 

sp~c1flci.tlon language. ·" ssu·.ne we efiCOUntel i. sub~\)al 

compute P(t) 

t hi. I Is an msunce of t~e outpu< S!lf'Cifaca!lon compute P(x) Tilen we can 

attt~mpt to achltvf' tim subgoal o, forming a r''!Cursive call j{t), b«ause the 

prognm J{r) I> mttrrded to corr.put~ P(x) for .my " :hat satisfies Q(x). To 

tnsure that tht Introduction of this recurs1vr call Is lqtUrnat'!, we must · 

v~nfy two concll!,;)f'IS: 

• Th~ in,ut condition, Q(t), which tstablul.es t"tat the argument t of the 

recursive ''II j{r) satisfies the rtquired inpu! toncUtion of the desired 

program; other•o~~tse, the prO(I'a•n f ~ not guuan:et\l tc yield tttt expected 

ompu:. 

• A ttr"'i1l.sti.on condi:ti~. which ensua~~ tha' the rtCJnuve call cannot 

cause -. 1 anf .nite computation. A recursive call u., fu; to ;-"'in ate :'f Its 

exeCL'•it."'f'' le1ds to L"Hlther recunhe call, which Intis to .nether, vtd so on 

lnd•:mltl"ly 

Tne ter min111Uoo condition Is expressed m terms of the •wetl-fOl!ncled 

set" concept. whkh ,.:f.l be explained In a later sectinn devoted excluainly 

to t~mtn'lt~. In the meanume, WI will appal to tntvlUn "'JUmell':l to 

establish ter!Nt)auon. 

Note rhat to enaare thrll the recunhe c:all j(t) be ~nmtl~ve, WI apply the 

recursion-formauon rule ani} w~ the arpment t lt...tl" ll prtmktn. 

13 

Let us return to c.ur t.umple. The recursm-formlbon nile obMr•• that Goal !. to 

compute x < oll(t.u(i)), Ia an ir~stance of our outpUl 'f**flcatian, a· c .u(l), wtth lftp&ltl 1r and t 

replaced l.>y lr and t.u(l); lhenl"on it propo111 thai we Khtn'•t chis pi wtth a NCUI'ItYe caU 

111 >«li.x ta~(!)). For this pu..,_'. tht rult an.,_ tw\• Clftdlittalll. tiM tnpat canchtion 
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Goal i'& provlll lm<Jfl(:t tt&Jl(l)) terrr.matn. 

Ttu~ trrpu! Clmdllton that tu.JI(l) II I h)\ ran be pro·;ed d trrctly by Invoking I tranlform,:ton 

rat!(/) •~ a ~~~ • > trut if / IS <l ltst , 

a bauc rult! 1t!scnbmg hst structures Tu achtt!VI! tht! tl!rmmalion condnior. Is aho 
str;ughtforwarr •. bi!Cau~ tt:~ argllm~nt tail(!) of th~ rrcurstve ca.ll is a prop~r subhst of th~ 
mput /; therefore only a ftrllle nun'b~r of rtcurl&Ve calls can occur ~fore the second argument 
ts rtduc~ ·o th~ empty lut COfuequ~ntly, we are ~rmttted to in•roduce & rr<:Urst\'e call 
ltJJail(x tall(l)) ar !hts pomr. Thu 1atasfies Goal 5-, Goal i IS th~ satisfied by th~ pn.ogram 
s~ment x < htad(t> and lusa/l(x taU(/)) Th1s segtnffit is composed entlrelr of prirr•ltlve 
constructs of our target lan~uage. 

Wr have succ~ed 10 hndtng pnmll&\'~ program seg~nu tha, solve our problem in b·:»th 
cues, wheth~r I •s empty or not. Therefore th~ condltlonal-formaUon ruae amblne1 the two 
program se-gmmts tnto a condmcnal r'tpr"ston. The final program is 

lmall(x I) <•• if '"'Pt'J(I) 
thtn trut 
~1st x < hldd(l) ~:n.i lmrlll(x ttJJJC:)) . 

The above trchnique causes the formation c-f a recurs1vt program If we an~ wor\o.!ng in a 
target language that does not admit mu;-••on. it Is nrcessary to transform the program furthe,., 
to replace the rec.urlion by an~hrr nepetit~.-.: construct. In manv cua, a recunhe program can 
~ tr»nsformed Into ~.:; tteratlve procram of to.llparabte complnlty. In the worst cue, we r~.an 
always "-fJhtce a rrcunlv,. procedure with ., iterative equivalent by the nplldt lntroductlcn of 
a stack. 

The abOvo recuraiOn-formatioro rule is tt. seme n the "foi<tir•• rule of the 
Bu·:st•ll and DerJi.,ton [1977) ayslem for the tr..,.formation of rocursive 
pron,rMM. Thetir •r-t•m doea I"'t check tlw input and terMinaliofl conditions. 

C. Ter•l~atloa 

In t~ pnadtftl sampe. wt ntltld on mtutUYf arpmenta to lltlbhatt tht tmnination o( 
the propam wt CDI~ructed. In fld, for that ftl"lft1plt. the lill'fNnldon UJUIIIMt wu ttUlit 
acratptcfarward. In thil IICtion. wt wUI CGIIIMW 1 pneral fniChlftiln f'ar PfOYlni tiM 
tenmnldan rt1 1 recuntn propwn u_ the ..... ctme u It aa ..., onii'Uc&td. We wtn 



'llumate thu mKbt~nlsm •nth an nample for wna\h the termination pruof II ~what more 

>ubtl•. 

The program we :or1st ·uct 1s mtended to compute the greatest common divisor, tcd(x J). of 

two nonnegative tr.tev.rs l and 1· lhe spectficataom, u tndtcated In Sectkn 1.~. &!~ exprf'ued 

u 

grd(x 1> <n• comr•utc ••uu{z · fl;r 41lcl z"} 
where :: and ' are r~onnegative tntegen and 

, .. uor, .. o. 

Reali th.u the ir•put cone itiM x " 0 or 1 " 0 is imp<,>Sed because the ted Is not den!"'ed whe\'1 

both tu il:g>.Jments are r.er:o. 

-rhe c-utpt.a spec•fkatlc n is expr~ 1n terms of the set constructor (u : F (u)J, which Is not 

pnmttlvt W'! therefore a :tempt to transform It into an equivalent primllln ducrtption. 

We "~~ume that th« foUowar: rules about the lntecers are Included among the 

transformations of our sys ··em: 

KIP -~ t,.u if ' • 0 

(every mtepr divides 0) , 

(the common df'llsors of v and • ar• t~ same as those of • and w-•). Md 

If :t ts a poatllvelntfle' 

(every positive lntepr Is 111 own pntat dlvllor). 

As uaual. our f!nt pal11s derh~ •tlrediJ from the output~: 

There ate at leut two rules thll mlldl IM aubap,.._ $ .,., • they are the IDckal 

rule 

p au Q •> Q ••• t p 

and tht numerlaJ Nil 
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£ath~r rtJ~ Will wad to a SL'C(~:.sful program; s~.;pfX M! w~ attrmpt tlw logK~i ru~ first. T t.m we 

develop the subgoal 

Goal ~ " an •nst.mc~ of Goal I itS(!lf, wHh :r *' d 1 r~placl!d by 1 and x; th{'fffciff!, the 

r-•curs1on-f.:rma!•on r11le "'tl mprs to samfy Go~l ~ "'th a recunive call r~d(1 x). Yo ensure 

that !hu. l!~p l! !eg·:mliltte, tt -~ ru~ 1mpo~ a;1 mput to •d•r•on 

p1rove 1 md x ar~ nonn~auu lntt ~en &nU 

, .. ourx•O 

obtam~ by r•1'1acmg :r ;and ' by 'J and x, rrsJl«tr ely. in the Input condition of the 

J~lflc-.tlon This C.lndllron u ~asily e1tablasho!d, becaus<! t u an equivalent form of rh.• givm 

mput condition 1tv.lf ..-urthe~more, th~ retur~lon-furn. 11.._., rule lmpo~ts a ttornurntiO<., 

o:ond111on, to ms•1n that the prop>Md rerurs1v~ call terrn1n1o· 'I: 

Go•l 4: 

rN~ w1l1 b~1n by :mempting to IJS(! thr ~arne sort of mform;.l argt•mmt we t.mployt!d in the 

prt!''IOUS exarrpl! proving the tft'minat&oo of this rec:ursiv~ call Later In thb ~:xample, we will 

be fo.ced to 1ntret.iuar the mon formal and pntr11 apparatu, To acabhlh termtuation, tt 

sufflcn to 31ch1~ve 

prove j' < x, 

bfcauw x and 1 .ar~ both lwowr. if' ~ r.onMJ'tln ln"Jerl (b. t~ Input condition), and 

becau• ' is ttte first arpment ol rtw "ta~rlive call 

Ir we establuh Coal ~. only a flttllt ~ee~aence of' recursiYf calli can ocxur before the first 

arpment IJ reduced to aero. Howner, we cannclt prove or dlspron Coal a.* and' an both 

input variables, anr: w have r?O "•Y of' k.now"'J if one of them ta t1aer than the other. As 

before, the COf'lditiona~rormauo" rule cau• s tate analysis to be lntrc1~uced. 

c ... 1 < :r : Here, balh the input candMHJn and the tft'mtnation t1lftdklon rtw tntroductng 

the recunin call 1ulb d art WWaed. w~ han thus a~~~~pllad t:ne branch rA the case 

anatysu; w have yet tD consider the alttmAte cue. Howner, 11 this, .. • know thai the 

nna1 procram wtn ha•e the rorm 

ph,, <•• ,, ' c * 
lAin fNI:J ·~ , .... 
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Caae x 5 ' He-r.-, It u not !eglluMtt' to 1n:roduv! the reocursave can gc.t\1 x) to achtrve 

GCJill ~. b~au54" ti'e trrmmauor condition 11 !i<X 'at.,h~l Auumlng that 110 other rules succeed 

tn r~uong Goitl 2 to a pnmltl'te srgment, we art :f'd ·.o cooaider alter:•&ie means of achintng 

the ortguul Goal I in thh ca~. 

Reocall that ar100g other rules that applied to Gt1al I wu the numertcal rule 

ulv 4'11<;' u!ftJ a> ujv and u~at-v . 

Th1s rule call~s !hl' ~nt'ration of a new goal 

Cioal 81 compute Mcax{z. z~ and z~·.J 

f hts goal has tht' same form u the ongmal Goal I, but with the Inputs x ar..i ' replaced by 

·'- 1.•1d 1-x; !"'t reocumon-formallor; rule suggnts sallsfyi!lg Goal 6 with the tt.:cunlve call 

gc.t.,. 1-x) 

To ensute that tt.e arguments x a.1d ,-x are legitimate, the rule tm~s the tnput r.,...dltton 

Goal7: prove x and ,-x are noonegattve integers and 

x " 0 or ,-x " 0 ; 

to guarantee that the propoaed ncunlvt call will termlnatt, the rute a~ lmpoea the 

termination conditiOn 

Qoalll pr~• pM.:r ,_.,) ttrmlr.ata 

Let us f'xamiM Coal 7 first: that :: and ,...x are nonMptan tn~ fol\ows from tM 

origtnalmput .sp«ltkatlon and ttM cue assumption x s y. the conc:Ut~ 

cao.lll ~· .. I). 

or 

.... ,o, ......... ,_Jf .. 0. 

We ful to pt"'" or d..,.•• Goal l thenfan. the cand......,_,.........,.. rult antraduca a 

cueanalJIU. 
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c.~~ •• x .. o Htrt. tht mput condJIIOO ror thll! prupowd recUfSIVt c:tll gcd(x ,_x) u 

lltlsflf!d, 11 r~m<ams to show thl' tl'rm.nllllon c"fldHion \Golll 8) 

If this were the on:y recun1vr call In th'! t'ntlrt progam, Its term1nat1or; wn<Jicl be ea.y to 

t-.rabluh t\ flf'r all, we k.11ow m th1s case that x Is 1 posluve integer and that ,_x Is a 

nonneaauve mteger; furtt)ermore, ,_~ IS "rletly 1m thin th~ aeconci Input ,. Thus, each 

-xf'cur!on of rhu rKursJvf' call rPducrs rhr secon~ argument, and only a 'lnlte number of 

rxKutaom '"" occur brfnr the St'CC.nd argument IS reduce-d to n·ro. However, the program we 

1reo dr·:rlopu•g aiready conta1m llnother recumve c1~l 6Cd() x); wr must cons1d~r the posJlbthty 

that an 10flm:e comput:.,uon mvolvmg both rKurs1vr ~ails m1ghr occur. 

Thu u a ·ral posstblhty, b~ause thr r~urs1vr ~all gcd(J x) actua ily lncreaJeS the s~ond 

argummt W ~ therefore mu~t treat both recursne calls at once, ar cl this requires a more 

W?hl\tlcated m~hann,.... .or provmg termmauon C•>nd1uons 

In general, to prov~ t~rmmatl.lfl we employ the concept of 1 wlll­

fou nd'.d stt, one whose elements :,re ordered m such a way that no mflnlte 

dKrrasmg sequ~ •• ce of element• can exut. For example. the nonnegative 

mt~ers, under tht' usual 1e·1-'.han ordenng, constitute a well-foundee set, 

wherns the enure set of 1nt"~u does not 

To prove the termination of a recura&ve procrar'l j(.x) with recursive calla 

j(t 1 ). f.~,). , j(t ,.). wf.! show that x, c 1, t2 , ... , t11 all belong to some 

wll- fou;,,1ed sec W, ordered by a relatton <. and that 

t 1 < 1r • t 1 < x , . . . , and t11 -< :r . 

nus cond6Uon aufflca to tnaun tennlniUon, b«au• tf then were a 
nonterminatmc computation, 11 would conwn an tnf'tniele l'i4quatce Dl' 

retUUIYe C&l ... whole IJlUmentl WOUld conJtitUtt an tnnr;ltt decnui"' 

MqUMCl! an the well-founded ll!t. But a 'ftll-founded Itt concalna nu 

ln!1n1te decrnsenc tequenca. 

Sy t~ rMthod we have "" clecribed, ro establish the tmnenaum of a 

procramj(.x) with many recunne calbft.t!), j(.t2) •... , j(.t11), we must show 

that each arptnent '' t1 leu than the or~C*nal Input x unci« a linC't welt­

found41d on.Serii'C <. ThiS Implies that, durmc the •JI•thaa of the Pf1111'1111, 

whenner ,,. Introduce a MW recuniYe call J(t4) we mull lhow thllt r1 < :: 

und• till ume ordlt1nC < whkh wt "-" Ulld co ••tllh tM III'IMniiiOn 

o1 me riCin" Clll ftJ1>. f,J~ • ...• .1(1'- 1~ lnlradiiCIIII ,...,-..,. llwt 



cilnnOI< ""~ must modtfy thf' wt'll-found~-:1 "" W and tht ordrrt,g < so tl;;at 

r
1 

< r. wl11lt' t'nsurmg thilt tht' rt'lilttorn 1 < x. r2 < 1r, 

S! Ill Silt IS( I~ 

It thf' proj(r:am hu morr than ont' argu~t. the order:ng < of :he ~~~­

found~ ~~ mily ne'f'd to cc"'';>ilrf' pa1n or tuples of arguments< For thll 

pu poSf' II IS COOVt'nltnl (0 U~ tht' ieXICogt'lphiC ordrrmg between lupin. 

For !·<~II'S of nonnpgauvr mtrrrs. for eumplt. th1s ordering ts defined u 

follow~< 

Thus. tht Stfond corr.pontnts ue 1gnortd unltss tM first compontllts are 

f'(jUal Th1s lt'x•cograptuc ordf'rmg can~ shown to bf' wtll-found~: there 

f'X ut no mfm1tt '~ucncts of pt~~us of nonnll'gatlvt mt~s that deer~ 

undtr thu ordtrmg A gtnerll notion of lextcographlc ordering on 

ilrbltrilry tup~s of t-~nts Cion De dtfmed 10 I 11mtla1 way< 
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In thf' Ked t'xamplt, wt havt 1lrn:iy proveo the termmat100 conditaoo of the recursive call 

t"lC., x) by showmg thilt the first argument 1 of the recursivt call ls less than tht first Input x; 

m other words, 'lit have used the ordtring < :leflned by 

T 1US 1s a Nell-founded order inc ~wten pain of nonnegative 1ntepn. Thus. An pro.,lnl tht' 

termtnaUrJn concUUon for tht propolld new f'ICUnt¥1 call p«x ,_,~ we 11t1mpt co mo. that 

(~ ,_:r) < (x ') 

undrr th1s ordrrinl. I.e, that x < x < Th1s anempt fails; the first &rJUment ls not reduced by the 

proposed recumn -:all. We th.;.'fefore tn to modU'y the ordcrtnc < to utablbh the termination 
contltJOn for the MCcnd recursive c:all u well 

The first arcument r Df the prapoud recursive call ptll..x ~x) ts nanMplive anc' II 

edenllcal to the first Input x; we have allo ..,. that the leCond &rJUment ~x II a nannep~tve 
tntt!£er (Iince we han usurned thlt • :1 ') and ls leu than the -..nd Input ' (Unol x II 
pw;Uve er; ~hil cue) 

Thla sugesu that we modify tlw arderinc < to be the lnka(raphk orderirl. Th61 ord ..... 
wUI allow Ul to prove the lermina."ton condiUoru I« both ,_.nlft calL 
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condttton (Go;al 7) ;and tts tt'rmm;won condition (Coal 8) hne been euablished. The partial 

program w~ h il v '-' constructt'd so r u as 

gcd(x ') <•• tfJ < x 
t~111 fCd( ) x) 
1111 if X t1 0 

Oltn tcd(x 1-x\ 
llJI 

Wr h<t.Ve y~ to constder tht' cue m wha(h x • 0 

Case x • 0 In rhu c;a~. the recurs1on-formauvt rule f;a~ls to introduce the rr.<:urstve call 

gcd(x 1- x) becOIIU\t' we c;anno< est;abluh 1U •tormm•tton cor.dttlon; tn(~ ·~. If we 'Jid ln~roduce 

thts r~urstvr call, thr nrognm woulc certatraly not t~rmmate. Instead, we lod.:. for some 

altern all' means of ~tnl ytng Goal S, 

compute "'ax{z · z..,. ;r.d zt7-xj, 

WhiCh. SJnCt' ~ • J, IS reduced lO 

Gocl t . ; c0111pute "'ax{:r : 110 4ftd ztp} . 

B} apphc&tlon of the thr~ rules 

lo:jv •> triU If P • 0, 

trau 1111d I' •> P , and 

1114Xjlol · ~ottlrJ •> ' a( ' I& a poaiti¥t lnlepr 

In auccuaton, we obtain 

filoel 14. · CCMIIPvte' . 

The lut rule (ould be applied becaute an thu cue lit • 0. and thua ' ,. Ci {:1.a x ,. 0 or ' ,. 0), 

and 1 > 0 (unoe ' a. 11C111nepliYe). 

NO'IIII ' ia a primtU•• ,....,.,.. ........ that IOIYel our ,f'Oblem 6ft dt• tlnal cue. The 
mmpa.ta pi prapam u 

f"l(x ')c .. 1/1 c lit 
IMI pM, x) 
flu lflit • 0 

, .. ptlht ,..., 

'"''. 
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~ius IS a V~rston of th~ "mbtraetvr" gcd illgt'ntolm. 

W~ll·lo,·nd!'cl orderongs were icrst cn~o~ed to ·• • ., p-operhfls (If 

••r•! ... :·.= 1.Hul!lr•m'> oy tJurs1a11 [l<,jb::lj. '"'' theorem-provma S(Siem ... ~ 

Boyer and Moore [19"7] else ,~..,struds l!!m<oeraptnc oroenn&s. 

~-...,,. parttcular pr~ram 110<' 'Jbt~tn d~p~nds on !h~ ::ansformltlvil rult>s wP haJ! .:t our 

c1t5posal anc1 thf! :t1otc~5 wt rnak~ dur;ng the d~rtvatton proc~ss For t~a·nr.~. tf wt had th~ 

additional rul~s 

gc.~(u u) ·' 2. gcd(u/2 u/2) tf «4 and v ar~ ~v~11. 

gcd{u u) •> gcd(u/2 u) tf 14 IS ev~n and !ItS ood. and 

gcd(u 11• •> gcd(u vf2) tf u ~~ ~d and v ts ~ven, 

w~ could havt ot.tatnffl tht "btnary" gcd program 

gcd(x :J) < •• iJ· t~'I(X) 

r Itt" tf tvtn(y; 
r lttn 2 · gcd(x/2 "j/2) 
tlu gcd(x/2 1> 

tiJt if f'wn(J) 
t lt111 gcd(x 112) 
tlu if 1 < x 

tltna t'd<J x) 
tlst if x ,. 0 

rn111 tcdir. ,-x~ 

till ' . 

Th11 program turns nu:. 10 be qu1te tHKtenl ··or unp~~ll1ion 01'1 a binary machine, ln w'-l(:h 

dav1saon anj muk1placauon by two can ('e repre~led u nghl and left shifts, mpt·..:h.-dy (or 

vlce vena, dependlnc on whkh skie o! the muhlne wr are standing on). Of course, Mthtnc ln 

tt•e technique parantees that 1ft efr~e1ent pKIJfam will be derived. 

D. 8trateclr Control• 

Ur1 to new we have developed programs by applJint tr;utafonnation rules to flals \¥ithout 

con.siderirt~ how to select the rule to be applaed; lhe proper rule --=l 10 appelll by magtc 

when et was reWVII't. lr ~ hue hundreds ol rules at our dUpoMI. how do " retrif.·1e the 
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apphobl~ on~~' Of th~ mlny rul~s th:.t can b~ apph~ :n "g•v~n s•ruallor., ,,,:,all w1ll l~ad to 

a pnm111v~ progr;~m If mocl' than onl' rul~ applies to a r;oal, how do W': dt'<lde which to 

attt>mpt? 

If the program u b~mg developed by hand, we c<~.n rely on the programmer' k11owledge ar.d 

JrotUitiOn How~vtr, 1f wr ucpl'<t thu proceu to be performed by :.n l\lt0f1atjc s•nthesis system, 

tlu b~su for our strattgl~ de<mons must be rnadr '!Xphclt In ~hjs Jtctlon, we wtll diKUU wme 

uratt>gtc methods for dJr~<tln~ the transform<ot~on rull's 

The uratrgtc controls rlur w• havt lncorporattd Into our own program-ayn:hesls system may 

b,. outhm•d a1 follows W ht'l a go• I u proposed. thr r J~S that ~ applicab~ ail' seltct~l oy 

t .rurn- rltruttd ITIU()(alion Of all th• !tlt'<:td ruM-s. one 1s chosm accord in~ to a given r :It 

ordtr:ng, th1s rule IS attemptPd f&rst Each rul~ m·.y bl' provided wHh a O<J nber nf strattgic 

(Ondit.ons, wh1d1 prtvtnt It from be~ng apph~ .oohshly If thr strattgiC renditions art not 

sa.tuf1ed. or 1f lhe ru~ does apply but does not lnd to a p1 imlu~e program, •t bcu'~trac~ and 

cc>flsldtr !ht nrKI applicable ru~ cho~ by tht' rule l'rdtring L!t us discuss each of thtse 

mt!thods tn rr.ore d!tall 

• Pattt,.n-dl,.tettd ITIIIO(atton Tht. rules art mdexet: by thl! patterns to which they can be 

apph~ For example, the 4/l decomposJIJCKl ruM-

P(all(l)) •> P(Atod(l)) ond P(4ll(t4il(l))) 1f I 15 a nc.,empty list 

u clas11fled accordmg to as left-hand s1dl!. P(a/1(1)) Whm a new goal 11 proposed, all tho54! 

ru~s whose patterns match the goal ar.- retnrvtd Thus, the above rule ud the vacl'ous ru~ 

If I Is the tmpty list, 

would bolh M Invoked whe11 <he goal compute lr < 411(0 Is proposed. This merhod of 

retrievang a ru~ wuen ~~ ,.. mt apj.IU~~"~ 11 termed ~t1Tfl-dir«tl4 tftuoect._.. 

• R.&J1 ordntnr; It often happe:u that more than one transformaUon rule will match the same 
coal. HownPr, aJmetimn we tall decide a pr6oti that one rule should bt attempted before 

another. For example, If the vacuous rule 

P(all(l)) •> lrtU 1f l is the m~pty llll 

and the recursion-formuion rule both m:~tch tnt same goal, the ncuaus rule lhould always be 

attempted first; the recuruon-formauon rule lmpoees the snput and terminauon candiUona, 

whtch m1y be timt-(OI'Isuminc to verify. Furthermor~. If both rules do apply, the prorram 
secment triU IS preferable 10 a recursive call. 

C•n the other hand, tf the decompolltlon rule 
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P(all(l)) • , P(htad(l)) a.1d P(all(taU(i)) 1f I 1.~ a nonempty list 

and the rfiumon-formatlon rult both match the same goal, """ preftr lo :atternpt the recunlon­

f orm:ttiOn rule fnst. the decomposition rule produ(es a n•'Wl!)rlmllln 1.ubgoal rnore con·plex 

th;an !he ongmal goa!, wh1le the recursion-formation rult Is gu:uant~ to produce a primitive 

ff'("UfSIVt C itll 

• Strattgrc condtttons We have ~n that a transformation rule may impose logical conditions, 

wh1th must be ~<1t1sfttd to emure a uhd 1pphc;.t1on of the rule. By the samt lokt'n, a rut~ 

may have strattgtc condmons. whtch prevmts It from betng applted foolishly. For ex • .unple, In 

tntroducing a conditional upresston if P tlttf! s1 tlst s2 or the recursive call J(t) we lmpoifti 

the strategiC cond1t1on that the rondttton P or the argument t IJt primitive; this wu lo ensure 

that the n~sultmg expression would ttself be pnmiuve 

Two more examples tf we mtroduce the logical rule 

P and Q .. ,. Q and P, 

or the mt~r rule 

we m~.ost give- them euh strategic cond1t101U to ensure that they are nOI applied repeatedly to 

the su Jexprec.aons that they themselv~ produ<:e; otherwise, we may obtaJn an endless .equence, 

e.g 

P 1nd Q , Q CJnd P , P 1nd 'l . .. . . 

C:<JOCI Jti'ategic conditions Improve the I'Mfll performlllCt of a •tltem, but they may 

prevent It from finclln110mt trlckMI', lela tntulll•t IOiuttor•a. 

• BodtrGdlJtf: If applytnc one rule hi a pal faJia to lnd ta a prtmJttn procrarn -.m-t. 
the syst!ft'l wtll ~ltrad, and altl!r\pt co apply other apphcable rules ta the same pal 

For lnatance. in conatructinc the tc4 procram. we appUed the rule 

to Goal l. 

to form Goal 2. 
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co;npute lft(JX{ r • :r~ cand zlx} . 

In th~ ca~ m whtch x s 1· w~ failed to dtrlre a. primitive prccram 5elrTlftll from Goat 2; 

tht'rdore, we baclr.tracited and consa:lered ochn nle.• that r.1atchrd Goal I. As it turned out, 

the rule 

ulu and utw •> t.:lv and ujal-11 

~{)plied ~o Ooal I to y lekl Ooal 6, 

In addition to these pneral atrate(lc methods fo1 controllint triJ'aformaUon rulta, there are 

sp«lal :!rateglc techniques usoclaled with particular ruiPS. One of these technlqutta Is the 

subjeCt of the nut aubteetlon. 

Pattern-iiirected Invocation Wll 1nlroduted '' 1 leetura of the P\.AMER 

proartmmirc lqu11• lor arlificial-inl•llil•nt• research (Hewitt [ 1971 ]). 

The Redundent-Teat StrAtegy 

The cond!Uonat-formatlon rulr will Introduce a caw analJIP wh«t we fa.ll to prove or 

disprove a cvndlUon P. We consider separately the cue in which P is true and the caue In 

whkh P iS fabl, construct propam septental1 and 12 to htndlr nch cue, and cumblrw thae 

MpMnU tnta tiM c:anditional ap,..,on 

However, u ll paetlbll tt111 OM of thai ....,...u. NJ ,,. doa ~ clepencl on the ca riiPOhdinf 

cue auumption, that f# la Iaiii. !n thu aUuation, tht aqment 11 MMif wtl IOive wr problem 

rqard"" of whetlllr I'll true or falel; C111NtrUCUftC the \lther ....-c 1 1 woukl be a w~~~e of 

effort. 

The "tt"U.ftl-tlll '""''" preventl auch i"'*'ant cancUttDnal npNMiana from betltl 

fortMd. Accardtnc 11r &hb lli'IIICJ, tA tnlroductnc a c .. anaiJIII .. atwap c:onakler ftl'll ,.,,. 

MCatiYt cue. 6n whtdt I' II lalla. If .. ttMniiiCald In c:anllrUCtinJ a p....,.... ~~&111111l 11 th:d 

IOI•n our probllm wtlhoul "• ulhll liM ca. ....,.uon thM I' u,...... then dala JIIIMRl 

IOh·n the enun prabllm. We do not~ the pCIIIIIn cue. tn whtdt I' 11 true. and .. d., 

nGt .....,. ... a c.tdtuanal npNII6on. 
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Wl' alw:ty• consider the r.~a!lvt caSe first L>e<au~ In the positive case, :he assumption that 

P 15 trut wtli alway~~ bl' tJsed by the rule t~a: •mpo~ the condition; thl'tefnre, we can never 

eKape comidenng th-: nl!gatlve cue 

For examp~ .• uppo~. In constructmg the red prugram, we are given thf! '"" rule 

ulv and ulw •> ulv a?ld ulmn(w v) tf v, 0 

instnd l)f the 111tnuJ rule 

ulv a?ld utw •> ulv and ufui-IJ , 

whtre tL, v, and :ii are nm.n~ILUVl' mteg!!rs. (The rrm rule states that the c•Jfilmon divisors of 
v and :v are ~he same u the common divisors of 11 and rt~~~(w v).~ Recall that In developtnR our 

prev1ous gcd program. we mtrodu<:ed a case Analysis oo the condition ' < x In an attempt to 

Introduce a recursive call red(:! ¥). Now, according to the redundanl-teat atrat~. we wlll flut 

ct.nsider the negatave case, In which x s 1· In this case we will 1pply t~e ""' rul@ and 

ev~·mually develop :he program segment 

if X " 0 
rJun gcd<.rt•~<1 r) r) 
,,, ' 

without ever using the c:ue assumption that x :s 1· Consequentl), we nl!ed never c"""sider the 
positive case. In which 1 < x The above segment solves the enUre problem, 10 our flnal 

program u simpay 

f'di.Jt ') c .. lf :t r1 0 
rAu P'(tllll~' 1) 1) 
fiJI'. 

ThiJ ll a v~~rllan of tht EucUclan p a.~thm. 

In dacrlbinc a procram dcra .. uon .'n which a cue ll'lalysU ll lntr'oGuced and IQ&er 
eliminated by the redundant-test strarep, w will of'tln arn~t menttaninc the ewe analysts 
altopther. For example, in deYIIopint eitiMr a/the abon fCd pJOifllnl, we introduce a c.liC! 

analysis an the c:andtlton ' • 0 u well u on ,·fN c:ondilton " • (), this cue analysil on ' • 0 iJ 

eliminated by the ndundant •ICI'IIIIY· and r.n• appan In our clllcuulon. 



Extension.: of Recunlon Form•tlon 27 

3, EXTENSIONS OP RECURSION PORMATlON 

A. Generalization 

Recumv~ calls hav~ b~n !~t~oduc~~ <1~ a n~w subgoal IS ciscover~ to be a prrc1se 

mstance ol th~ top-l~v~l goal Rut what if th~ subgoal is an lnstanc~ not of th~ top-level goal 

but of a somt'what more general expreuion? In such cases, It may be advisable to construct a 

new proc~dure (or subroutme) to compute tht more general expression, and to achieve our 

on gin al goal by a call to the new procedure. A !though the new pro.:edure attempts tc solve a 

more general problem, that problem may neverthelnl bt eui2r to 10lve. 

Grner;.iauuon u alrudy comn"'Inplact In tht theorem-proving ccntat: paradcr.;tcally, It Ia 
oft,.~. nec~ssary. In r~oving a theorem by mathematical lnduc~ion, to prove a more getJtral 

theorem, w that the ,,,ducuon hypothesiS will be strong enough to prove the inductive step. In 

program synthesis, mduct1on Is ar-a\ogous to recursion: we attempt to construct a program to 

compute r. !':"'lre gefl~ral goal so that the recursive tall will be strong enough to achieve the 

desued ~uhgoal. 

Ac beforr. we will e~:plam the method In the context of an example. We will not follow the 

pr~•·e order dictated by the strategic controls In constructing the program. 'Secause we nave 
cons1dert'd a similar program, lusall(:te 1), previously, we will be a bit more brief in our 
exposition. 

Suppose we want to construct a program ltoladtaU(l) to test whether the ht:ad of a nonempty 
Jut l Is ~u than every ell!rntnt of •ts tail. The apeciflcaUons for thls procram may be expreued 

u 
lttoiUGU(l) <•• contpute ltiGd(l) < .Jl(ttlll(l)) 

where I ls a nonempty lilt ol nutnbers. 

Our top-level pi l1 then 

Goel 11 Oa.~~tute ~{) < lll(t.u(l)) . 

Recall that w have lntroduad two rula that explicate the til con•nct: the YICUOUI rult 

P~tlll(l)) .,. tnu lf Ill tht empt1 IUt. 

and !he deawnpoatlan rule 

P(tlll(l)) •> I'Cit-'(1)) n4 P(all(tal.f(l)) lf Its a nanenpty IUt. 

These ruin. toc•hlr with tht candltianal-fOl'mlllon rule, aa:oun1 for dM lntnlduc:tion of a cue 

analyata lnw our derinUon, .ad tht aubtlquent forft\alian at a c:.dtuanal apre~atan An aur 
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final program In th~ case that (,vl(lj IS rmpty, the vacuous rult redu,aos the 1~oal LO th~ 

prtmltl'o,. segmt'nt trut; '" thr oth~r cas!, an which ta.t/(1) IS not em?ty, th'e decomp:.;aitlon rule 

r~chJl'eS th~ goal t . ., computln~ th~ con,~Uncuoo cf two upr~S$lOru: 

Goal 21 comput• Jvad(l) c: lttOd(:aJ.l(l)) 

and 

Goal 31 \~ompule lt1a4(l) c: 4ll(t4i./(t4.U(l))) 

Cllal 2 ls already a primitive expmaiOn. Wrt. han pe~ to oonlidtr Goal S; how·~ver, the 

prog• am constructed so I 1• is 

1114dl4il(l) <--if n\~IJ(ttJU(f)) 
I ltn tr.u 
tlSI ltnd(l) < llnd(rllil(l)) liM 

An anmlpt to n.usfy Goal ' by th~ rf!CurSJOn-fOJm~.uon rule falls, because Goal ' h not a 

preci•.: iratance of Goal I, 

cotnpute ltftd(l) < Gli(tllil(l)) : 

the I on th~ ~-hand sid~ of Ca.! I corrt'SpOOds to I in the subpal. but the l on the right·· 

hand skle correspondl' t,o rtJtl(l). However, Goal Sis an ln.tant:e af a more pneral pl. 

obtained from Coal I by lntroduonc new nriablel 11 a.nd 11 '" place of the left- •I'MI r~t­

hand occurrences of I, rapecttuly. Thil sugata that we aa.mpc to concrua ' procedure 

hMialprt(l 1 11) tD Khlnt thf ..-abld Goal I inMid cl tht Griptal • ..-. Thus, thl 

output ~p«lfacatlon r .. the new f"'eeld\lre wtll a.. 

This proceduft wtH tat w.lether the he.: fi<" 11 b laa tht~n ,.,, ...,_. cl the tal'l ells·· wl~en 

11 and 11 may be dtatinct lab. 

We CIT.'l now Mt uade our .;p.al dtrl·rlliaft, and lllilf'y the arfCtM1 o.l l by a ,~ :: ~!':~ 

.,.,. ..,..,., procedure ANiad; rhl NUIIlftC...,.,,......... .wll 1M......, 

j,.tiUU(I) <•• ~pr/J I) . 
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It r~malns to construct th~ iflllre gtne, ;,I proced11r~ ft101Jt4ilflfl, l.P.. to achle•te the 
gener;ahz~ Go;al I. The deri"ltlon ,lf th ~ ge11en.liled goal will attempt to m!rror the original 

denvallon; our hope li that this time th• top-level goal Is general enough 10 that the rrevlous 
obstacle ~countered in !ntroduc1ng tt.e 1 ~ursive call w1il be overcome. 

In general, sup~ we are develop•rg :1 program whose tp«lflcaUons 

are of form 

jf..x) <•• compute P(a(x)) 
where Q(x). 

Then our top-level c."~alls o: form 

Goel f.. : compu~• P(cz(x)) . 

Suppose that In developing th~ program we encounter a subgoal 

Gael II: e;ompute P(b(x)) 

that Is no« an lmunce of Coal A, but thAt Ia an In Ilana of the n10re 
general expnouion 

Then the tmnalfi41Uift rrut prop«<MM that we attempt to conlltuct a I'M!W 

procedure whole output sp«lfkation 11 

We can thus ·;atWy the Ot'iplll Goal A by a call to tht new P"adure; ltMt 
reauiUnt procram J will be 

j(Jt) C•• I(.(¥)) . 

To Pnaure that the calla to the MW pnaduretwtH be prtNtttn, we do 
not apply the pneraltuUon rult una.u t(x) and l(x) ue prtmW•e. 

The tap-level pi ol the new dertvllion wtn be lhe pwaltled Goal A. 
oa.pute P~). We wtn --. 110 mlrror tlw -.. o1 the Cll'iilnaJ 
derivatMin; that il. w try to apply to the MW pi lhe 111M Nlel that we 
appblcl tii'Mtr to tile ariptal Ooll A In dlrt•lnt the ortstMI Goll B. OUr 
hope il thllt the pi .In the MW dertYiitlan COl .............. the artptat 
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Goal B wtll tum out to l:c an ! ·.sr:an\:.! of the ~nerali1ed Goal A, and that 

tt Will 1.:'1! achieved by a Jetun.:• e 'al~ It• 1. How~ver, there Is nc• guarantee 

that the same sequenc• o ruk!s will be appllcablf to the rnerall!.ed Goal A. 

or that tf we succeed ;n ctnung a generalized Goal B, II will turn out robe 

an msta.nce of the gent' aiu.ed Goa.l A If tne der1va11on htls for ~.:Jther 

; u>on, we <&bandon the generahza•'•OO and look for ot'ner "l'fS to a(hl~!ve 

the ortglnal Goal B (Thu Is a very con~rvatlv~ straregy; a more 

ild venturous approach '"?IJid b'!' b try to us.e u much as possible of the 

ongmal denvauon. but !O seek other ways of progressang when the orlgtnal 

deravauon fa1h) 

We have postp011ed descnbang tile input spetHicat:or, lor tt.e new 

procedure l It u to '11.1r 0\dva.ntagt to hav!! as few conditions In this 

specthcatJon as posub~·, bt'cause we must chet~ each l•( tho"se conditions 

every tune a procedure call to g Is mtrodu~;ed. For thts reuon, rather than 

anempung to formulate the new tnput speciflcauon 1n advance, we pr!fer to 

proceed With the der:v ltiOO of g and add to the input s~clftcatlon only 

thOH con<.i.dons that lr·! needed to comp~ the deuvatlon. In other words, 

w~ form the mpui spect fication for 1 tncrnrtntf.Ul' 

Thus, if ln the course of the ci!'rivtllon we fail to prove • datred 

condition .S~). we con:lder addang this condttlon to the Input spe-::trlcaUon 

of t· Howe\PI ever~ time • call r(u) to the procedure r has been 

Introduced pt"~·~IOIISly 1n the synthesis, we must go back and check that the 

additional lri?Ut condition .!(a&) It satisfied. In particular, because the !'nain 

program 

contains a ·prcadure ~:all f(-<x)), we mu.a check that c:ondluon $(.(¥)) ll 

Atlaflld. 

Often, concUUom an ldded co the Input specifkalton limply 10 en.ure 

that the Olltput apedf~:ation ts manlnlf'UL 

Return Inc to our examph. we a&tempt to construct the mon ..,..... proctd tin 

• ..,.u,,.,.(l1 11) that achwvatht pneraUzed Goal I, 

11 and 11 an naiMmplf lUll. 



Extenalon• of ~ecv.ralan ;:. Jrmetlon 

Wt unnot provr th• s c•.'•ndUon about our arbJtr<t(y mpuu 11 .ll'd l~; th~efort:, we rnu;t add It 

to the :nput specific .hiC4'1 fo~ rhe ne"N procaiure. Beuuae the main pi"Oifam l:~aU(l) containa 

th~ call fltddtailfr.(! ), 11e first check that th~ :.rg-o.nnenu I Vld I for thot call utbfy the 

proposa1 conditiO' 1 1 hus, we hne to show that 

I a:'ld I are nonempty 1alll, 

l.f .• 

I ts a noomtpty lisl. 

Bu! this is e:< actly the input spec1ficatJv11 for the mll'l program. 

We attel'ftpt to apply to the ~:i&il'ed Coal I tt,! ume .equer,ce or rules that we applied 1:.1 

the ortgml; G1)al I nrller Applymg thr vac••~u n le In the cue where tGU(l2) Ia empty, we 

derlvr. the pr1111iUve program aecment tnLr, li'PIJing the decompoaitiolt rule In thl .::ue where 

tail(l 2) 1s not empty. we dteompoae the generaliu.id Goal t ir•to cornpuung the L":OnjUncuon of 

two express1on1: 

and 

The new Goal 2 is a primitive expressiOn u bef~. however, tt-11 Ume the new Goal S ll a 

precise Instance of the pneralized Coal I 

therefore, the ncurUon-formaUon rule propoMS that we achteYe lhe pneraltld Coal S bJ a 

recuntve call AM6l.Uflft(l1 t.u(l1)) to the new pr'IX*iure. The UJUIMIIlll1 lftCi t.UU1) can be 

ahown in thla cue ~ aatbfy the Input t..'Wiidan lhll 

11 and tall(/1} are nonemptJ IUtl, 

because I 1 and 12 arl! nclflb~J !au (thl MW tnpuc condition) and tall(i2) II not empty (the cue 

uaunpUon). Till tii'INn~ c:ancUtM:re ta tablllhed .__.. tht __.. 11'..,-.t Mll(la) ol 

rht recunlve can aa a v.drtt~ iii tt. .and Input '• 
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wher~ 

ltrlldtllilg•n(l 1 12) < .. • 1j '"'f>t,<taU(I2)) 

r.\~n trut 
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•I st .\Hdt.l 1) < fc tedl,i&U(,l 2)) and 

.\HdttJtlg~n(l, ttJU(l'l)) . 

W h~n It u succusful. thl' gl'nl'rahuuon pnncap~ rt!suiC\ an t'le constru<:tion ol a stron,er 

program than ongmally r~utrej lr the new spectfKatlo..,s are too ~eral, however, the 

correspondang program c2•• actu.&hy be more difficult to construct than lht l)f'igtnal. fo; thh 

n~ason. we must ampose conser v attve Jtntegtc controls on the lfl•pllcatlon of the gftleralllatlon 

pr~ncaple For all tt.e ex&mples m 1h1s pa~r, th~ only generahuUons requared lnYOtve 

replacmg a constant .,y a var1able, or one occurrence or a variable by a new vartab~ tn 

general, tt u nect~uary to replace more comptel\ terms by vanabk!S. 

For •• amples of theOt'em-provin& systems that ~~· 1t.Halize the theOf'ems 

they are about to prove by Induction, see Boyer ar•j ~·Aoore (197'51 Brotz 

[1973~ and Avbin (1975]. S!klossy [1974] propcwed awlylna this techniqw 

to procnm syntheSis. 

B. The PormadoD of 8ab•idlar7 Proaedurea. 

Wt rorm a recurlivt rail whfm a aubgoal as diSCOvered to be an intta'1a: rtf tht top-·level 

pt But what If tht Sltbpal Is an mstance, not of the top-'"el ~1, but rA IOf'W ather 

subcoal? In this sechon, we show haw such a situation can ltad to tht formation of tutJ..,., 

""ffln•s (or subrouunes). 

AI before, we witt consider the l""'ral cue in Uw context of a ipldfk example. The 

f"'I"Ut' 10 bt conatnKt«< • .JI.u(l a), Is intaded to tar • ...._. nery n...._ ill a I*•• lbi I 

ot numiMn II Jaa than nery ,...._ of anatMr IUCh Ul •· The ~ can a.. 
apnalld u 

ollell(l II) <•• ••• , .. 11«1) C 111(11) 1 

wMrellftda an 161bo1Nt......._ 

.....,.._ .u(l) c ell(a) . 

AI befon. uewtl llllpiDf lht YKUCIUntlt 



P( all(/)) • > tr ut 1f l u the empty list 

and the '·~ompos.•lloo rule 

P(a'l(l)) • > P(ltHJ(/)) a11d P(all(tail(l))) 1f I 11 a non.mpry list. 

In tl'le case m wh1ch I ts empty, the u~uoos rule reodu~"es Goal I to the pr1m1Uvt pre-gram 

~~nt trut. m th~ other cut. tht decompotatlon ru~ reduces the goal to '"~!mputing the 

conJunctiOn of two txpressioos· 

and 

Goal a: compute 4l/(t.Ul(i)) < oti(m). 

Cnal g '' duGOvered to bt an in5lanu of the top-level pal. wtth the lnpuul an~1 '" replaced 
by t4tl(l) and m. Th~refore, the recunlon-formatton rule rtpl~ thil pal br a rtrorslve can 
ltut:UI(t4il(l) 111}. the anput condttion is eas:lt ched,t:d, and the tenrunation condtUon ts proved 

b~au~ ttltl(l) is a proper sublt$( of I. 

We have yet to coos1der Coal 2; the program constr\.lrt~ 10 far hu the form 

cllall(l 1ft) <•• If tlll,ti,l) 
tAm mu 
1111 ... cftd 

allcll(tcail(l) 1ft) . 

Goal 2. compute Af'Gd(l) < all(!ft}, 11 decomposed in a r!Winer "mllar .o Goal I. In th.e case 

where "' ts empty, the vacuous ru~ transforms this exprtSiion to the prtmlUve procrar.• 
~t trut. In tho! othtr cue, the dtcompolltion rule rtduca thll pi to eomputht6 the 

c.'lft .JUn.:t.•on of two upraaioiU: 

and 

Goal ~ iJ a ptimtU•e exprtlliOn , .. ._. tut be comput«t dll'fdt,. C.'.oal 5 Is an lnatance nat of 

the top-level pat but of the lntermedtale Coal 2. OC*Pute Wi) < lll(a), wtth tht Inputs I 

and .. repbcat b! ,' 4 .nd tell(•). Thll ......... that wt nript uthltft Ouat & by I rwctaniYI c:an 
not 10 the entin PfOII'II'I' tiWl but IG the ~ ol tUMl thllt lda6e¥a o.l Z. Par thla 

purpcee. '" ""* lntrodUCI a IUblkUary proctdllrt ~ •> can .. ancUne .., dab ....... 
Thua. t:W output lpldfkatklft '• che new ,....Sure will be 
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lltadal/(1 '") <•• compute htad(/) < llll(lll) . 

(Th1s proc~urt> tl!sts wh~her the htad of I IS Ins thiln every elemmt of "' ) Then we can 

ach1~ve Goill !>, 

compute lttad(t> < aU(tatl(w.)). 

!Jy • r~urs1ve call lltadall(llail(,,)) to the new procrdur,o: 

(r, general, supp<~se we ut developing a pror. ar.1 whose apecifications 

are of the form 

f\x) <•• compute P(x) 
where Q(:r.), 

wh1ch '' an lnst&ncE of sonw prtviOt~sly gmeratrd whgoal 

Goal A: ComJO!.Ite R(x) . 

~e auume that Coal A •~ ..orne a.•cl!ltor of Goal B other than the l0p-

14!vel goal. The ,,oCidur~-f"""atilnt rtdt p~: !ttat ~ 6ntrodua a MW 

proc«<ure 1 whose output description Is 

C(.v) <•• """"'" R(x), 

10 that we can ach~e•e Coal B by a rec:unin call f(t). Then we Ill uide 

tiM oriJmal dtrlYacion for Caal A, and achieVe the pal by a call p) to 

the new procedure. 

A a sn tht prn-.s Mdkln. .. ;nfer to formulale the 6npUt 

apedftcattans for the MW proc:ldurt 1 tncr••~tntally, riiNr dt1n iillllie;ptinc 

to express this apecifirlban In ldYMCI. ACU'. 6t il "' GUr ldv~ntap 1o 

have u few cartdltianl "'.,....... IR 1M...,_ ~ r. I• ....._ 
each ol these conditions fNIII be ct.k.t nery UIM a cal ID 4 At 

lntradumd. We lldd 1D tM ,.... inpUt ~ ..., ..._, .-d~ 

thll ~ needed an the _.,. fl dM cleriv.U. cf I· 



S(d. w~ com1d~r ado'"~ ttm conditiOn to the mput sp«tflca•'oo for ~ · 

Howt'Ytr. PV~ry 1111'~ i C<lli A>) to rh~ nt ... r~oc:Kure hu beftl Introduced 

•uher 1n the synthesn we mult f!3 back. and check that t:te additional 

1nput condition S(u) u satnfled In parth.~·lar. because the main program J 
now conums a call ,<x) to ach1eve Goal A. '"'t ~sc check. that S(.JC) holds 

whom thu call IS exKuted For thu rurposot we ~·v cse thl! input 

sp<!'oflc;:.llons for J or any or the cut •;sumpnons ihat .;.~rur tn the 

dtn v 11100 of Gnill f\ 

Goo~l f\, c;omput• R(x), now becomes the top-lev~l goal 1n th~ 

conun•cuon of th~ proc:tdure t Initially, we mtrror the steps of the 

ongmal Gtr•vauon, that IS, we apply m tht nn~" denvaUon the 'arne 

yqumce of steps tha1 we apphed Oflgll'llly, adc!1ng conditiOns to the input 

sp«iflcatlon of 1 u necn-'1r; Gctl B. cOMpute R(t), wtll apln be 

introduced, and Will acain bt an anstana of Goal A, COMpute il(x). This 

lime. however, Goal A Is the top-lfvel pl. so the recurs.km-rormllkln ruae 
can M applied to •ausry Coal B wath a re.:unlve call f(t), provkied that 

the Input and termlnatton condltlona are aatJsrled. Thla Input an:IIUon ror 
such a recurs1ve call Is the same u usual; however, the termlnallort 

condition Is more comp~x. ant1 will not M d1scussed unUI S«tton SD 

We may "teed to ad~ ~v~ other goals to comp'«e the dertutton of the 

maan procedure f utd the subsidiary procedur~ I· Of coune. In conUnutng 

these derlvataona we mly antroduce still more subsadlary procedura. 

R.turnang to ooJr 4114/l example, r«all that wt developed a IUbpal 

c011tpute AHd(l) < GLl(r.U(•)) 

(Goal ~). whkh wt obaervld to be an IJistance ol Ita ancator Nbpel 

conaput• Aul) < 4/l(a) 

36 

(Goal 2). Them'ore. the procetlu~rormahan N~ ..,._. lntraducint a nn proc.sun. 

,...._,,, whoM output lf**lieation u 

AIGMJl(l a) <-• co-.ute •tUW < 4/l(a) . 

The parual prapam dacnpuon dtrt•td rrom Goal 2 ta .. uMM; dlta pal ta now satiiiW 

by a call AMMll(l 11) to the new pracldul"f. Thus. the rlnaJ .a.ll prap~~~t II 

cll.a(/.1!!) c .. ,, •1Jf711) 
'"-,.... 
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tlSI lttad4ll(l 111) and 
aJiaJI(tttU(l) '") . 

Extenslonl of Aec11relon P:ormatlon 

w,. halll!' y~t to compii!'U thl!' comtrucuoo of th~ ~ubwl•uy procrdur!1' lttadal Thf' t;:,p-

J(·vtl goal for thl!' procedurt JS Go;al 2. 

compute llead(l) < ail(lfl) 

Th1~ ~xpri!'SSJOn unO( wt-11-for~ unll!'u 

I and "' art- !uu 
and I 1s uot empty 

Br our m<rnn~otal sp«1flcat~ tech01quf', ~ C'Alildl!'t addang tn~ r.ondatlons to thl!' mp•..:: 

s~tiu:~t!on for 11Nd411 Beu1.1se a call 1/,.-..,.UJI/(/1!1) ius alrl!'ady been an.:nw:h:cc.:i In th~ m .. m 

program :o achai!'Yf' Goai 2. we mu:: ~l.ed:. t"=;:t th~ cuuolll1lf'S .-r~ satilfled wMJ1 this call :s 

madt: Howenr, the flut «Jnc:i.aou 11 thf' anput specaflca.uoo flll' the main prasn.m, utd the 

S«ond condltaon holds ~<Cause Goa: 2 was mlnlduced under the assumptaon that l is nOt 

empty Th~r~for~. ~;leSe conciltaons may safely ~ added to the input specification for ll~ad4il. 

To t:ompt.te the denvataon of the ltltUJAJI procedure, we begin by mlrror:lng the derintloo 

.,..,..:ang from Goal 2 in the o· agmal syothesu. We agam Introduce Goals 1 1110 !J. Goal !J, 

compute llfGd(l) < aU(tlli/(1!1)) , 

as agaan an tnstutce of G~l 2, 

compute ltiGd(l) < tall(lfl) . 

However, this ume G~' 2 as the top-level goal. and the recursion-formal~ u1le can now 

antroduc~ th~ r.cun.ve call ~ tail(•)). (The input and tammalian conditions far th11 

call ur ,:raaghrforward.) The camp-. procram we derive •s thus 

tJiiDJI(I II) <•• if ,..,l'J(l) 
, • .,. trru 

«s- ..,.U(l •> •u 
.U.U.t.UW 11) 1 

A.-.11(1 a) c.• tj 111~11) 
, • .,. tnu 
«ultHIAJ>< ..... II)~ 

lu..u(l t.u(ll)) . 
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Another E;...ample 

Ustng tht same bam prtnnplts as "' tht ltHllt !'XamtJit. but tmploying some additional 

rults for rht stl-thf'Crer•c doma•n. wt can con·.truct " program to compute the Cartesian 

f>roduct cart(! t) of two sets I and t 1 he s~;:~eallcns for thts program are 

(art(J I) <•• compute 1 (l: :1) x • J and' 1 I I 
where I and t are Sf'tJ 

Tht rults for stts trnploytd tn thh S\'nt1t'SIS arr the .·mpt,-ut-Jttrmct.tlcm ruie, 

!u falu} •> { l 

(whtre { l n tht empty set). tht untcm-[or111att011 ru~ 

{u P(u), Q(u)} •> {u . P(u)} L' :!' Q(u)} 

(where u dtnotfl the unaon oft" · aeu), the 1qw4JU,_~u"'t"l&l'" rull 

{u . u • t} •> ltl 

(whtrt u and r art' t>xprl'Sslons with no "lariabll'S lr, common), and the definition of the tnl1ftbn 

rtlatron • Wt assume that the empty set { J, tht funch.:ms had(s) and tdll(s), the union 

function U, and the nof~trons for the Singleton set {s} l.lld thf' pair (J I) are amont the 

pPmitlvts of our targtt ;.mgu ~-

We wrll ~ very brief. in derivir.g 1.1e procram frum the sprtfiCll~a, we decampase the 

outpul 'Jk"~lfl~:m~ into the expm•ion 

: (x 1> · ~ • "'" t) ontl ; • t J• 
1 <" 1> : " f ti!!l( . arttl 1 • t 1 • 

corresponding to the cue ln which : Is nonempty. The I«''ftd IUbaprealan, 

can ~ comput~ by a Jimp .. r«-.mhe call ~tdll(s) t) 

It remain~ to compute the rtn4. aubaprtWCin, l.e., 

Go•l AI cOMpute { (x ') : :r • ·~) •7141 ' • t } . 

This expreuton decon~p.-s rurther, yteldlnl 
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{ (.r y) . .r • lrlfUi\s) and 1 • ~'"(r) 1 u 
1 (x y) · x • fltad(s) cznri J • tall(t) ) 

Extent6ona of Aeouralon Formation 

m th~ ca~ m ....,h1ch 1 u non~pty Th~ first subexprl'UIOO, 

( ~' : 1 x • /rtcld(.s) and 1 • lttad(t) I . 

r~uces du ~~~~ to the pnmitlvr. expreuion 

! (lltad(;) lttad(t)) I . 

It remams to compute th~ ~ood subexpress1on, 1 e., 

Goal B: eompute 1 (x 1> : x • lrtad{s) a1UI 1 c taU(t) } . 

Goal B u an anstance of G<i;d A. therefore, we introduce a ~ prowdure cortltt4d, whose 

output s~1f1catloo u 

cartllcdd(s .~) <•• compute I (x 1>. :.: • IINd(s) ortd 1 c t } . 

(Thu ~re;:-~ure computes the Cartesian product of the sangleton set lll~s)J and I'.) To 

eNure that this specaficauon as well-formed, we are fOI'C\d to introduce the concUUon 

s and t are wts 
and s as not empty 

as the input ~afkation for the subsadaary procedure. 

Then Goal A is aaushed by a call ccrtAHd(s t) to the new procedure. while Goal B la 
aaUafted by a recursive call ca•:~~s t.u(t)). The complete CaneUan prodUC'~ prop;ram ll 

whtre 

ccrt(s t) <( •• tf ,.,.,,,.J) 
IAA ( J 
1111 cut~s t) u 

CCTI(t.u(.l) 1)) , 

urr~W4(s r) <•• 'I ~M/H'J(I) 
tAft { l 
Mil t( ... ~s) ~))) l. 

-~t.UC:)). 
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C. The Generalization of Bub~ldlary Procedures 

In our d1scuss1on of substdl:try-proctdur~ formation. w~ lntroductd a proctdurt~ only If a 

subgoal (Gootl B) 1s C11scov~~f'd to b~ 1 pr~1~ mstance of 1 previously grn~rated subgoal (Gc:-a,, 

A) w~ furthtr r~u1red that Goal A ~ a d1r~t ancestor of Goal B (other than t~e top-lev~l 

goal) Howe\ier. what 1f Goal A u not actua!Jy an anctstor of Goal h but occurs somewhere 

else m tht' ~ynthes1sJ 0: wlut 1f Goal B u not a pr~ue anstance of Goal A. but of a somewhat 

more gentral expresu.>n? In fact, the techniques we have already lntroc:luc!d extend .naturally 

to thu mort general slt•Jalion, u we wtll r.te m I)Uf next txample. Tlrm example will also S"'rve 

to Illustrate how prograr>•-synthes&s t~hmques can be applied to transform 1.n •lready­

construcrtd program 

Suppose we are g1vtn tte followmg progr;am rtvtrst(l) for rnerslng •h elemenu of a li~t l: 

rt~>trst(l) <-- if ,,. ptyi..l) 
rlttn nil 
tlu apptnai, tvtrJt(tail(l)) 

r~st(htad(l))) . 

wheore nil u theo empty hst and afJpnatl(/ 1 l'l) 11 the program for ~p'!l'ldlng the elemenu or two 

hm. gtven by 

apfund(t 1 l'l) <•• if tmpt-}.1 1) 

thtn 12 
tl Jt cons (/ltad(/ 1) 

ann~d(totl(t,) lz)). 

Thts rntrst procram 11 not very efficient becau~e iU execution may tr.Yolve many calb to 
apptnd; moreover, each tlr-~ afJ,t?Ut ts called It makes a new copy or ttl first arpnwnt. 

Let us consider the given rnnu procram to be the spectfleatkJn for another r"fJns# 

procram. Even though we have a procram t, co~te the •I'~ :Unctiofl, lee &~3 treat 
appntd u a nanprimitlve canstruc:t. Thua, we will be rorad to tranlf'orm our ctven procram 
into ~n equivalent prorram that does not uw cppntd. Our hope II that the resulttnr procram 
will ~ more effldent. 

We assume tha1 we have the followint rules that explicate the .:.p~ construct: 

cppnetl(/ 1 12) •> COftJ(~I 1 ) 
•l'~laU(I 1 ) 11)) If 11 b·a nonempty ._, 

and 
•l'l'null.•l',.l1 11) 1.,) •> .,, • ..,, •""'""'•'al>. 
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Th~~ rules arP derived from the oppfTtd program ltsdf. In additlon, we will use the gsvtn 

rtv.rSI program as a transformation ru~: 

rtv~· St(l) •:. if tm pt~l) 
th111 nU 
tiSI IZI'(Jtnd(rtvns,l.totl(li) 

lis t(htadli))) 

WI! wall also apply several ru~! baud on the properties of Jut uructures. 

Our top-level goal as 

Go•i 1s comput• tf '"'f'~l) 
tlt,-..a nJl 
tlJt tJ~jmtd(rtvnst(t4il(ti) 

list(lttGdl,l))) . 

The "nonprammve· construct a_bptntf appears in the ltSt br::.nch of th~ fJ&I. Applying the 

tr.msformauon rules 

itst(J 1 ' 2 ..• '") •) mt,r{,1 ltst<:J1 ... '")) If n i I 

and 

list( ) •> fUJ 

to the 1ls1 clause, we obtain 

Go•l Za cO"'lpute JJf'fH'UII.rnnst(ttiU(l)) 
ccms(~tlld(l) JUI)) • 

AppiJi"t to the subnpraaan ''"'',(ta«l)) the rule for ,,..,, lftd ·pulllnc aut" the 

candlUonal expresslm wine the rule 

we obtun 

App.,...thenlll 



Extensions of Recursion Formation 

to t hf! rlttn cla.me, ~nd ipplying the rult• 

to the elu cla.use, we obtam 

Go•l 4· compute if t?'tpt,<tail(l)) 
tht'll cons(lttad(l) ntl/ 
tlu o.f!ptnd(rtVITS".taii~:.;i•\1)}) 

4/' ptnd(li st( ltta d(ta:, (1))) 
cons(lttc~.~l) nU))) . 

Lrt m focus o~r attention on the tlu branch of this goal. 

<'ioal 5: compute 4fptnd(rtvmt(t4tl(tail(l)J) 
a p ptnd(lt jf(,~ :c.:!(!:!!!(!))) 

ClmSCJ1'!4d(l) ntl))) . 

By the ru~s for ff1r. a1:•pnad, and ro1u, thh reduces to 

Goal e: compute ta~J,tMi.rtvnsl(t.U(ta.;J(n>) 
C01U(~fCUI(t.u(l)) 

conJ(f1H4(l) rtU})) • 

This goal u not a precise instance of the high !r-level Goal 2. 

comput• 4/'fltnd(rtvmt(taU(I)) 
cons(htad(l) 

ntl)) , 
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berau:Je the expression cO'Ils(~ICid(l) JIU) In Goal 6 cOincides with the conatant rtU in Goal 2. 

HO'foi~Ver, Goal 6 Is a precise instance or the aomewhat mor~ pneral expraaton 

compute Apprt~tl(rnmt(ttlil(l)) 
cMU(Mdd(l) 

•)). 

obtatn«i (rom Goal ?. by replactnc the conltant •U bJ " new variable •. 

We have developed 1 UtuiiJGn In whkh 1 IUbpal AI a pncill .,..-a, 

net ot the previOUsly r*ated .......... but ol I IOIMWhll .......... ~! 

L1Xpr.uan. In od! Jl WO'fda, wt have faund thll 
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c:Oft'lpute RC.,) . 

(Notr that -. do not nftd to uwme that Coal A 11 actually an ancestor of 
Goal 8, or aom that DOlh appev In the syr.thft.s of the same procedure.) 

In thu satuation, the ntnuhd procldim·-fmJUIIUnl rw.l1 p!"'ppOa 
lnuoducing a n~ subsidiary procedure f(J) wi'low purpo~e !! ~ ~ht.n 

both goals. Thr output 1f*U6Cahon for 1 will be 

Wr Intend to achlevr li"'li A, cOtnput• ,'l{c(%)), by • call t.c<~)). and to 
ach1nr G9&1 S. COMPVte R(b(z)), by ~ call f(6(z)). (In the ap«ial cue 

where Coal A is almdy the rop..tn~ pal o/~Qmt proc.sure that IChin• 
It, and Coal S Is a precise lnatance of Coal A, t~ Ia rtl coune no need to 
lnrrodua a nt:w procedure to achMYe Coal A.) 

The input ip«ifk~ian for the nn procedure 1 b farmed lncnmentalty 
u before. T~ top-leve~ pal In the derivatiOn rtl 1 ia 

Goal A Ctener.Uzed)l c0111pute RC,i. 

In conatructinc the aubUdiary pravam I· we ~n bJ ll&taiiptinl to mirror 
the or*ltnal cttrt•auon lndtnc from Coal A, lddlnc concltcaanaiO the input 
sp«ifkatkln u neauary. An the technAque pmented P"'"k·lnll' can that 
be ippk.\ ID campllta the derinttan f/1 1. 

Rttum"'' 10 wr example, ncall thll rt.e .. _..._. praadure-f'armalaan rule propoiiC 
lntrodudnt' • new IUbUdiary pnadurt r.-rupwi,J •) to c:ompu11 the m.:.n ...., .. apn111011 
TIMII. the output lpiCitkllllaR for,_,,_ .. 
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Now. Goal 2 1n th~ d~nvauon of the m;un program h ach.eved by a call rtVnstttn(l nil) to 

the subs1d1ary procedure The final r.vtru program 1s th~f\ 

rtvtrtt(l) <•• if tmptyl.t) 
thtn nil 
dJ. rtvtrstgtn(l nil) 

It remium to compl~t~ the derlviltlon of rtvtrstgrn. The top-level goal for this d~rivatlon is 

obtamed dn~ctly from the output sp«tficatton: 

Goal 2 ~gen•r•llzed): compute 4/'f'rnd(rtVIT Jt(tatl(t)) 
co:•u(lttad(l) 

Ill)) 

To ~nsure that thu expression ts well-forrMd, we add th~ conditiorts 

I and 111 are lt~ts 

and I as nonMlpty 

ncre~ntall~ to th~ mput speclflntaon for the rttHrltf111 prccedure. We thm attenpt to 

marror the onganal deravatioo leading from Goal ~. We succeed In applying the same rule' as 

before, uiumatciy ubtilinir.' 

Go•l 8 (generellzed): compute 4f'f'rnd(uvtrst(ratl(raU(l)) 
COftl( AIGd(t.u(l)) 

coru( AICid(l) 
Ill))) . 

Th1s U~. the generalized Goal 6 Is lnt1eed an Instance of the pneraltzed Goal 2. obtaln'!d by 

r !placing l with tllil(l) and 111 with CDns(~.atl(l) a). Therri'ore, we can achtevc the new Coal 6 

by a recursive call rn:nstfnt(ttlil(l) ccms(Atod(t) 111)) to the substcllary procedure. The ftnal 

rtwTif procram we obtain is thus 

where 

rtWrsl(l) <.. 'f IIIIIJt;,l) 
tAm fUl 
•I St ,..,., s• ,111(1 Jill) 
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This 1s a ~tter rtwrs• pmgram than the one we were orictnally ctven. Not only has the 

npens1ve apptnd prograr:l )~n ehmmated, but by &ood fortune the n~w procedure rnnstfn& 

we have obtained I& of a ap«lal form, for which the recumcn can be Implemented efficiently 

without the use or a nack. 

The rtvtrst "xanp·~ follow• Burshll end O.rlinaton [ 1977~ Thei· syste:r~ 

does n.>l perfo•m t~ • i•rwtreliulion eutomaticelly. 

D. System• of Mutually Roour•lve Procedure• 

In the above namp,.s we have used the usual techmqueJ for showing the terml~auon ;;f 

the programs and procr.!durtl we construct. However, certain litaaUons arise In lntroducanr 

subsldaary procedures ~hat ret;ulrt thb technique to be strenJliMned. In partkular, \lit cu• 

form s;sttm! of lflll.tU4ll' r«UJJ£&11 proCid.•,,J, I.e. procedures ciiiCh or whkh may contAin calls to 

the others. Let US 1ft how MK lot l system can enwrp 

Sup~ that one subpll tr: the derivauon of a subsidiary proc:adure 1 b ach .. nd ~ y a all 

to the mam pr~ram f. Thc1" tht procram f will be exprattd In term1 of a call to the 

proceciure I· 

f(x) <•• . f(&&) ... • 

while 1 wil! be expressed In terms or a can to the main program f. 

JVJ) c ..... j(t) .... 

SUI~h a system 0( mutually rte\ll'ltvt pnadum can fiJI to.,...... •J tlf calk I• 1 calli 

f, f calb 1 a,ain, and 10 on lftd.t.flnta.ly. Tht naive approach for lhowtnf the tmninatton ol 

such a ''*"' ta to lhow that all the tn.,uts and arpmatts belonC eo IIIIM Wll-fOUftded lit J1', 
and that 

under thi ordertnc < of w. ~-iow<••· there art •JIIIml whale tlmllnltian ClftftCit be lhown bj 
~hll .1ppf08Ch; for nampll. tf • 11 ¥ Mllll, thin no weU-founcftd Ol'dertlll wtl allow ua to show 

K < x. furthermore, In 101M IJ*ml./llld 1 m&J appiJ ra dWinnt clomUtl~t f n~ay 1pply ,.. 

lUll, a.ay, and 1 may .,., eo ~ 1ft Mh a cue. tc may be d!fftcult eo ~uct a *P 
Will-to.-. • dlll......., 1M~~~- riMthJIM I· 
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Yo show the tf'rmlnallon of a systM"t f 1• fl. fJ. .fn of mutually rtcutJh~ proc~hnt>s, 

Wf' resort to a more gent>r~l method We find (u ~fore) 1 smg~ well-founded S<'t W with an 
ordt>nng < In addltton, Wt' fmd a ttrmination fu.nctio't T1 COI'retpondlng touch procedure h , 
such that T1 r.11.ps the arguments of ft Into W and such that, whmever a Clli f}t> occurs in thl! 

f'11 ecut10n of thf' procedurr ft(x), we can est:abhJh tht> ttr"'inatton conditttm 

Thu sufftces to prove the ter·mnatton of tht iystem, because If there were a computation 
contammg an tnftnltt' sequt>nct> Jf calls 

tht' corrt>sponding sequmcr 

of e~~nu of W would be 1nfmttely decreumg, contradtcting the deflnl:lon of a well-founded 
~~ 

To Illustrate this method, we will brieny considea this slmplt example ot a ayuem of 

mutually recursive procedura to compute the p ')( two normepun lntll"s x and ' : 

fCtf.oi.K ') < .. •f X~ 0 

thl1l' 
tlu red 1(x ') 

fCd 1(x ') < .. tf' ~ " 
t"A fCdrox ') 
llsl l'~'ll ') 

fCd-/.'ll ') < .. rcd,(x ,_sc) 

ttti.J.sc ') c .. rcdd:J sc) . 

For th.s example, the naive approach Ill to show that the Inputs (x ') and the arp!'nenu of 
nch procedure call belon.C to tiM well-founded !4lt W ol pairs ol nonnepthe lntepn. and that 
the arpnwnrs of each procedure call are leu than ttl tnputa under 101M well-fouM~ ordertnc. 
such u che ~!C~aphk Ol"d«ine· Thb a.pproach ra.Us hert becawe, for lnltance, the hla.ln 

prOCJIIn ~ ') txecutel a procedun e&H lf4a'- ~: Whos:a .rpmllltl are the ..,. II tiM 

inpuu. 
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It 1Uff1Cf!S, howfvtr, to take W Ut bf: ttw Jet of trapla of nonn.ptive 6nt.erra. under the 

~ltiCOl nptuc orderir,c <. Correpcndl"' to nch procedure full '" h~"" a term6nf.16on 

funcucn T.: 

T J..r ') • (x ' 2) • 

T 1(x ') • (x' I) . 

T ~~ ') • (x ' 0) • and 

T j.x ') .. (:1r ' 0) 

Now, tach tlnw a procedure call fcdf~ 11) Ia exec.uted w•r~.n a proceiure ftll/.'lt '} we nwd U.• 

show the termlnataon condition 

For examp.,, because (ctlo(X ")calli ftda(X ')when r II not Zft'O, \\1~ have ID show 

which 11 dearly true und~ the •tall'aphk ot'derif~S. kM~M lc4JJI ') alii ~ ~r) wtMn J 

11 leu than 'It , ~• have !0 ahow 

<, x 2) < (x ' 0) , 
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4. STRUCTURB-CHANOING PROGRAMS 

A. Stralght-Llne Programs 

Th~ programs we h•'ve bten drveloptng up !o now have i'>een stnu:turt-'lruaint4lning 

programs: they do not alter the value of any variable or change the confls-..Jratlon of a~y ~ata 

structur~ Thus, ~ny corv:litlon that IS tru~ Mfore exec•mng such a program wtll also ~ lrue 

afterwards In thts s.«Uon, we extmd the •«hr;iques we have alrudy Introduced to ~rmlt the 

construction or structurt-t~tJ11firtt programa; tnne program• can reset the values of var!abln, 

change the contents of an ~rny, or alter th~ structure of a list or other data objeu. (Commonly, 

such chan~s are called Ji,-!1 ttf/«ts; thts term hu the unfortunl!te connotation that the rlfecu 

are undesirable, rather l!li.e a headache.) In exrcutlng such 1 prlJITam. a condition that wu 

prevtously fal~ can be mlde ttue, and the oppostte 

For •xamp~. a program that merely out;n•ts the maximum elftnent of an array Is a 

structure-m~mtainmg program; IU execution aoes not change the contenu of the array. On the 

other hand, a pro-gram to sort an ar~ay in F~~ce is • structure-<:h&nJinc procram. because the 

contenls of thf' array may ~ changed. 

Th• baste prln.::~les of progt. Tl con~ru .. tlon Introduced earlier (such u coildiUonal 

f.oima>ion, recursion foni!ahon, generalizatton, and procedurt formation) ntend naturally to the 

dt'"(~mcnt of structure-<:h~nging programs. In addaUon, we will need IOf1W bask prtndples 

thlt s~tftr,l!y per~aln to thts new clus of pfOil'ams. 

To ttxprns pracrammln~ probhrml that requln structure chanctnc, we nftd ta introduce 

new construrts tnta our apedfieation lancull'· To txpreu PfGirll"' thll mt IUCh probllml. 

wt "-' to introduce new prUNt1•1 ltlt'WMftta Into our tarpt IMp• 

To rhe spedflcatton Jancu-ce we ldd the new conlti'U(t 

achieve 1', 

when P •• 10mt condatJon. The mean"'C fll thLI canltt'Uet u thll the corre~poncUnc pPJI"Mn 

:aepwnt 11 ta cau• condKtan I' lo becorM trut. (Thus. eo.....,_ ~ • 2 an yWd a pnlll'alft 

~t that 1tt1 x to be 2.) 

We abo alllnd aur tarpt ..,...... to Include usap..-t ......._ IUCh u ....., • 

•. IJ'P"'""'· ..... 
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a[r) ,_ t . 

htad(l) +- t and tail([) +- t 

The effect of these statements !~ to chanp th~ value or the vartablt "· the cornenu of the 

ar~ay ele~nl a[t). and the lttad and tail of the list l, respectively. 

We w11l tnrroduce other spe<:lfleaUon al\d target-language construcu u; thf :ontext of 

sp~1f1c exampln 

Let us Introduce rules thai explicate the achieve construct and r~iat! It to the usignnwnt 

state."Mnts For anst:anc~ 

achieve P .,. prove P 

Thas rule upres~s that to achaeve some condauon P. at suffKes J prove that P is already 1rue. 

The rule u gmerall1 apphed 1n conjunction With 

• The prow-tli.Uutttm ndt 

prov• tnu •> A , 

where A ~menu tiw empty p~ Jei'MI'l TCII'Iher. t~ rulll al&ow ua to remove from 

the program dacnption any subexpreuion of form ae"!•v• P. wt-~ !' can ~proven to be 

true. Because prove 11 a nonpr6nUCln canJCnlel, a Pnl!'lm ..,....t contam.nc a 

subexprnaton prove P must be tranafonned until t~ aa;btxpraUan t1 elirNnaled, i.e, unlit we 
prove that P holds wtwn ~tro! paiti tt'roup the ~inC point. 

..:~Men l'(a&) •> IM"'N I'Ct) 
II., I (or ane I 

when II tl a YUIMII 1r.cl I II 1ft apreann. Thi& rule ex,_ th.a lf' the caw.lttion P(l) is 

true, we can ach'"• a concUUon ot form P(l&) by the wuiablt an.,..,.... 11 .. t. 

lAI us Illustrate how thee rules can be tppW 110 canstruct a prcli1"Mt to Khine x • 2. 

The apecefecations forth-. pncrun are 

.....,..) <•• .. ....,.. ·2. 



Our top-ln~l goal u !h~r~for~ 

Goal 1: 

Tw.o of th~ above rulrs rr.atch th1s goal. Theo ach~en-ehminuaon rule transf·,mu thiS goal into 

the subgoal 

Goal2a prove :r ~?. 

wh1ch fa1ls Th~ van:o~:C-assll"menl formation rule, on the other hand, lncb to ~h~ subgoal 

Goal 3z prova. t • ~ 

:r ~ t for JOme t . 

Applymg r.M rule for ~uahty. 

u • u • > tru1 , 

forcn us to take t to be 2 itwlf; we obta.in 

Goal 4: prove tnu 
z~2 

Finally, the pro·.,~lmmauon rule y~elds the uklmate procram 

B. OoncUUoaal Procnu-

Let us Uluttraae how the CDndtiona&-f'onnaUan rulr a...S. eo 1'1Dw die lntroductton ol let' 

•nco ltnK•'U....ChlftP'C pra,nma. For dUs pu..,... we wtl c:ent:~'UCI a .......,.. .-r.!(s ') to 

1011 the nlues ol two •llrillblll I' Mel ,. We wil ~ dull ttle tupt ......... cancains tb'! 

new 61\1C1'UCUan llllm._p(x ,>. whkh has die llhd ol achlnp"' tN .,..._ ol the Yltiablll 

X lind '. Thll linltnKtiaft .. ..., ... by the ~ ,., 

"....,. I"<• •) •> ,.,.I"(. 11) 

Ul~w), 

WMft II and f aR YaaUblll. 
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lort~x 'Y) ~· • a.;hieve x s 'and p•trlfl((x0 Jo)(x 1)) 

ht>H'. pn"'((x0 .,0 ;wx 11) mum that tht" ulues of x and 'Y Ut' a pc!rmutallon of ille1r or1gma! 

valut>s x0 and Jo [In thl! followmg. we w1ll abbrt>vlatt" th1; condition u prrlfl((x ,)) ) Thu 

condll1on IS n~(euary bffauK-. w~rt' 11 M'•lttf'd. the Jort2 pr~rilm .:oold 1eh1eve x s ' s1mply by 

rnettmg x ;mo ,. iiilY to I and 2, re~uvely Howevt'r, :he Olh;')Ut Sp«lrtcauon for !hiS 

procnm IS t.J l(hleve two condn1ona at the samt ~•me; wch goals rtquu~ apectal treatment and 

w11l nO( ~ d1Kuswd unul the next wcuon Thr purpow of thta MCtlon IS f'IWrely to tliu.rrate 

condlltonAI formation m •tructure-changiO( procratni. Comequtntly, w: _..Ill •cn"re the 

pumutauon property and pretend that the output apecaflc~uon hu only the one .;..~:!'tlon, 

achlev• x 5 ' We w1ll ~murt" that the permu(atlon prop.!rtJ as prewrved by tem~Jrartly 

allowmg 1nttrc!rangt<x ')to ~ tl".t> only structure-chang1ng prtmltln In our target langu1.ge. 

Our lop-lt>Vt>l roalas lht'refore 

Go•l 1: •chleve x s 1 

The &Chlevto-t>hmmauon rule, 

•chlev• P •> prove P, 

transforms thu goal t'> form the wbgoal 

Go•l 2: prove x s 1 

We c._n nt"llh~r prove nor d1sprove x s ' -- x and ' arl tnpt•u -- so we antroduce a case 

&nalysu based on thu conchuon. 

Ceae' <X Her~. we cannot achwve Goal 2, so we sc~!l. alternate wayf to •.:haeve Goal 

1. Our lntt"Tchanr ruee, 

•ch•v. P(• •) •> prove 1'(1' K) 

~"'"'"-",.<" I') • 

cauta u1 to tranlfam• Goal l anto 

8Dai a I pro¥e ' S X 

lltlnCMIIfh 1) . 

However, we are~ :hat 1 < x an thu tut. Thenfan,the IUba,...... .-~' s ~Is 

ehmana1.ed by appayutc the ruw 

u s 111 .,. ~nu if " c ., • 



Struc.ture-Changlng Prograrr.: 51 

follow~ by rh~ pr.:Jve ~hm1na11on rule. Con~un~tly. we gen~rate tile prograrr. ~t 

m rhu ca~ Ir remam.; ro cons1der the alt";11~~ cue 

Case r ~ ] Hf're. Goal 2, prove x :s 1. !s achieved by the prove~l·mhatlon rule, and 

we a1e le~i l'llh th'! empty prohram ~lt "-

OH fmal program IS therefore 

sort2(:r 1> < .. tf 1 < x 

or. tqu•valently, 

tlltn jntncllar.tl(r )t 
tlst II 

sorr2~:r 1> < •• tf 1 < :r 
tlln. intncltancl(:r ') . 

C. The Weakest-Preoonclltlon Operator 

ln forf!lulatlng the sp«iflearlans fflf the 1ort2 program In the previous Mct6on, we avokled 

incl 1d:ng In the output speclflcauon the condition 'mrt((r ')~ otherwtle, the top-level pal 

wovid h1ve *" 

S~•' dtffkuktes arlteln approKhlnC all•lll•aMU-pcl fm'l6a. t.e., a pi at tiM fort~~ . 

where P, and P2 ar~ to hold 11rnukan«<IUUI1'. We .-annot atways decompo~e IUCh a pal into a 

.q umce of two goab 

or 

'ichleve P1 

·•chleve P 1 , 

t~c:hteve P r 

.,~hteve r •. 
• 
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b~a u .. ·~ t "'" course o( malung tht se-cond conJI!aon true wt may vtry w~ll makt tht flrsr 

false For IIIStanct, m tt.t sorr2 prob~m. wt can achat'l!!' lr s' by ~ttmg • to I and ' to 2, and 

wt· can uhlevt f>tTm((:r _1)) by se-tttng x and 'to thtll oraganal values, but no concatenatlt.'n of 

the~ two prograM! will tort lC and'. 

To hand~ sufn l!multaneo\n-goal prob~s propt!fly, wt need to analyu what rifect a 

ga v~n prCM,rr m s~ment hu on tht truth of a gaven cond ilion For thu purpose, we deiine the 

conr~pt of tht wtalusr p1tcondttitm; wt Will then use th1s ct>nctpt to formulat.! a program-

mo11flcauon technique that willwrve u the buls for our st"'wlllln~W.S-(u.;l '''""'''· 

If S 1s a program ~e&mm! and P as a conc1Uon, wt defme t~e WIGI&Ist 'r"un&tWrl wi'(S P) 

to be the condition P' such that 

P' u true ~fort txecutlnJ ~ 

If ;;and only 1f 

P 1s true afttrwards 

(We wtll usume throughout that S termmrtes) We will also call wfi(S P) the result of ~sstng 

P back ovtt S Thus, the weakest prer:ondatton for the execution of the program segment 

x ,_ x+ I co achaeve the conditiof' x 2! 2 •~ r+ I ~ '2, I.e., x ~ I In other words, 

wp{ lr .. r+ I x ~ 2 ) Is x it I 

We can represent tht' properUa ~ :he weakest-precondition operator by transformation 

ruaes. Soow of these rules tell now to compute the weakest precondltton for partkular 

spe<1flcauon- or tarrt-lanrar constrlJCU: 

wfJ( A P ) .,. P 

111(1( u ... t P(u) ) .,. P(t) 

•1'< tntndGJift{u 11) P(v r) ) .. ., P(r ") 

wfJ( tf 1 tlie':t S 1 1lsr Sz P ) .,. (Iff tAen 111{$ 1 P)) •rul 
(Jj Ul f tAIII wfl($1 P)) 

wf'( iff tA111 S I' ) •l> (Iff lAIII •,U 1,)) GU 
U/"" f tAIII P) 
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The weakest-precondition ru~ for the recuu1on construct doa not tell ua how to ctllllpute 

rh~ weakes~ prKondillon, bur only how to prove by mathematkal Induction ~hat a given 

condition Is Indeed the weakest precondltm for a recunl•! call. Suppo~e th•t J(s> ls a call to 1 

procedure 

~x) <•• B(x), 

and that <: u a well-founded ordering. Tilt!ll, for any coudu6oft P(xi , we have 

wpiJf.s) P(s)) • P '(;) 

If we can prov~ 

wp<B(x~ P(x)) • P '(%) 

undrr the md1Jct1 ve uaumption that 

wp<Jf..t) P(t)) • P '(t) 

for any t such that t < x. (Often, < is taken to be the well-founded ordertnc uled tr• p•-ovt' ~he 

terminauoo of f.) 

In addlt!on to ruin that Jl•e the WHitest prtcendltiona for the •anaua proanmmlna-· 

languap constructs, there are rules for compuUftC the weakat prec:GfldlUons for apeclfl(: 

conditions. For nample, 

wfJ(3 tnu) •) tnu , 

wfl(3 /ellf) •: f-'u , 

•11{3 pI au "t) .. ,. ·~S pI) .rut ·~$ l't) ' 

When a new conllnliCt il dlflt!lld In twiN of other conltrUCtl, we Clift oftln deduce tl~e 

weu•-prtcandltian rule fw eM .... CICiftiCnKt. , ........ ...,. •• , .. the P"ll""' 

,,. c. 
,.,_ ltllmAnp(tc •). 

Thenfort, 



DlfJ ( so~ t2(u v) P(u u) ) 

• wp ( t{" < u thtn •nttrdGrtf_.W 11) P(w 11) ) 

- if 11 < w th111 •i><'"'"'IN"II(" 11) P(w •>~ eu 
If u s II ,.,, P(!A II) 

• If u < u tAtft P(11 w) ud 

if u s il Oun P(u 11) 

ltruoture•ChMtlng PNgr••• 

We thus obllm the J(Tt'l rule 

wfl( sort2(w 11) P(w 11) ) •> (tf • < "' tAm P(u u)) and 
U/" $ II '~"' ?(II II)) . 

On the other hll',d, if we Introduce a new coniU'uct anto our aptelftcauon or tarpt lanpqt 

that Is not exprnwd tn terms or C!'ther construct!, we muat abo provktt wa.kllt-pr.:ond,Uon 

rules for the new construct. For example, •·e have used the construct ,_,..(I) to denote that the 

values of the variables In a list I art a permutation of their orictnal nluea; we must therefore 

Introduce rules s•Jch u 

w/>( lnttreA<~nrt<u v) pm~~(l)) •> pnlfl(l) If" and • belonJ to I. 

In other w\lrdt, lnterchancln( the valua of two of the 'farlabla of the ltst does not affect the 

perml.i!aUon r•roperty Slmtlarly, wt will Introduce the construct tntl' I dcraptt 1b denote that 

no vanabla tJther than theM an I are chanpd by the proram ....,...c; we wtll .aho Introduce 

the corrapondi"J rule 

The weak.tst-prtcandltlan operllor is uNCi to express many tranlformatton rules that 

manipulate atruaure-chlftli!'C p,.rama. Two "f'IUWtc """ are abtaaMd dlrtetl'y from the 

d.t'lnltion or the ....... precondition: 

$ •> prwe •I'(S P) 

l'f'OV• p $ 

and 

$ •> eolllne•I'(S 1') 

""'-"' $. 

Ti • ' a., 10 prove or achitve a an:Utkln I' IIW a p,..,.,.. ...,....e I, .., IMJ ~ u well 

P'"• or achwwe the ttniL• pncandldln •1'(1 I') ..., .. $. 
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We have twc. ad.:Siti.Jnal rula ror P"'shtng goab baclt Into a'A"'dlttonalexpreulons: 

(tf q •> lfq 
t.lrtn si t.lrlll S I 

tia S 2) achieve P 

achl•vc P tlJt 31 

achieve P 

a1n1 (nn~uently) 

(if q r.> tf f 
tlttnS 1) I ItA S I 

''chlava 1' achieve P 
ti!t achleva P . 

Le us '« how these rllr.~c.,U can be applied to obtl.ln a !yatema!IC procrun-modtfkat&on 

r~lina1., ut, wnich will eventllally be uMd an the limukaneous-pl rule. 

The we-..11""9f'ecottdlllon oper1tor of Dijkltn [U75] w• ..otlvated by 
l'le procrem-varlficatlon technique of rJoyd [1967) end Howe (lHt~ 

D. A Pro.tra~a-lledlfloatloa Teollalque 

lmactne that Ye hl'fe a pnllfatn KJIM"'C $ that Is a conca&enatlon $ 13a ol two tnltr'Ucttons. 

SuppoM we wist, to aleer $ to achieve IGMt new conchtaon I'. 11M moll ....... ttorward 

approach tc 10 ldd new inllru.:IMN to the Mel ci I thll ldltnt till 11ft ..titian; we may 
dacrtbe the delrwd rnadtllcltian 11 

HowtVtr, KCOI'dtnc liD the •••mlarl rule ollhl pre¥loul ..uan. '" may )lit u well ldd new 
tn~l to Khtnll •f!..'1 I') W.. S.- iA., WI CM,.. ,e bKk ...,,., ,.... ... 

'• ........ ~.1') 

"• ' 



ee 

Samilarly. w~ can pus wfi<Sr P) back onr S 1 : 

acnleve 11f'(S 1 a~f'(S 2 P)) 

s. 
s2 

Thus, we can make l"loc:hficatlons at ar.; point an S to achi~ve the desired condition. 

For examp~. suppose that S as a program segtnent 

, ... " , .. ,., 
and that we want to l'fKIII&IfJ 3 tu achieve thor relation ' l 2; thil rnocllf'&utlon tuk ~•Y be 

expraaed u 

' . " ' ... ,., 
achieve '! ~ 2 . 

Wt can ciPIUinly ~~ehien the new concuuon b·r Addlnt an InstructiOn <•-c .. ' .. 2) to the end ot 

the procram But, by the r~Jm~~an rule, we cu. allo tr&nlform the .tJove tuiL Into 

, .. " 
achieve' 1 I ' ... ,., 

and then Into 

at~hiava 1r ~ I , .. " ·' .... ,.. .. 
Un \ht Hrac tranlforntatat. wt rtllld on the r~e~ diM •"' ' .. ,.a 1 ~ t ) v, ,.a t 2 , l.t., ' a I ; 
the MaJRd ~ relwd on the fld that w,..< J .. 1r ' a I ) il :r a 1.] Thus. we can allo r-form 

the requtnd modtftcalian by lllkUnc An•>ructiau AR 11M mMkUe ol tM pt'Oiflm (.., .. ' ~ I) or ar 

t~t bepnnbiC (t .... 21 .. I). 

or coune, • prucram ...,..c macllfteQ bJ u. lbove ........ mar no .......... ...,. the 

purpoae for whkh lt wu OftCtftally ......... Sufi!• diM a,.., .... 11&11 $ wa .....,...., 

Intended 10 IChW#t 1Gm1 CWICI6daft P 1, lftli wt WIMIO mod&fy $10 lldllneaMW c.idtdan P 1 

U well u lht orlp'lal anltdan P 1. To __,. Chll dw IMICtlflld prap• ........... Ill 
ortp•al ,..,..... we ,.,., P 1 11 the w II $ ' rtns lht ••lilA 111• ,._. Thll 

modttactan tuiL ........ bJ 
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s 
•chleve P7 
protect P 1 

67 

T h~ pur pos~ of th~ prottctlort. ctmdUion pr"•t•e~ P 1 Is to block any modification ~hat does not. 

allow us suhs~uently to provf' ti'le protl!'Cted condition P 1 Let us set how such a protectlc-.n 

condition IS ch~ked 

Rrturnmg to the FfPVIOUS l!xample, suppose an mod1fymg the program •egment 

'J ._X ' .. , .. 
to acharvr the new cond1t1011 1 ~ 2, we want to protec~ tt>.:! condiUon x < 1 that th·e program 

onginally ach~tved Our task. nn thus b~ drscnbed as 

G~a! 1! ' ... r ' ... ,.. 
•chleve 12: 2 
protect x < 1 . 

We havr setn that wt t.an achieve the dr.slrtd condition 1 ~ 2 by lntrod~1clng statements at the 
end (eg. 1 .. 2), the m1ddle (e.g, 1 t- 1), or the becinnlng (e.g., r t- I) of the procram. To check 

thf' prt.)(Ktlon cc.nd1t1on for a proposed modlflutlon, we try to prt•Ye that the protected 
condtuon s!11l holds In the modified program. Thus, io we whether lntroducinc 1 ... 2 at the 

end (J( the program v1olates the protected condition, we establish the subpl 

Goel 21 't-IC ' ... ,.. 
, ... 'l 

prove x c'. 
This mnn1 that we mult prowe that a c 1 hokb antr the aecutton ol tht modified prapun. 

In fact, wt r111 to provt thll cancUtkln, 10 tht propolld modlf'lcldcln II rw.JI*d. ltrntlarly, 
we unnot Khine the desired concUUon by lnlel't!ne the IWIIrMnt ' .. I m the middle ol the 
procr&m. becaua w rail ta tltablilh tht carr•paucUnc su.,._. 

Goel II 1 ~ IC 

' ... I 
'~ ,.l 
prove 1t c'. 
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However, the thard proposed modlflcauon. to 1nsert x ... I at the befinnlnc of the procram. does 

matntain ~~- ~rotKttd condition: 

Goal 4s x +- I 

,~:r , .. ,..I 
prover< 1 

L~ us 1ft m morr d !t~ II how such a proof Is conducted. 

A pplymg the recreuicn ruk 

s prove •"-S P) 

prct\t• P S, 

we dtnlop the 'ubtO&I 

Goal as X ... I 

, .. r 

prove •/J(' ... ,.a :x < 1) 

' ... ,..a. 
The weuest-precondltton rule for V.rntnt statemtntJ, 

· w/J( w ... t .P(K) ) •> P(t) , 

ellminata thP wakat-precondltion operator: 

8oe1 81 1r ... I 
, ... x 
prove • c ,.1 ' ... ,.I . 

41oe1'7& -~ l 
.......... < ••• 
,~. 

,~,.. .. 
•cM+l•i>lnu tl•uaiMMIIber. 



Havmt nnfied tile protection condition, we obtain lt1e program 

1· .. I , .. ~ 
-"' .. 1 + I , 

which achteves both the ortglnal.:ondltlon ~ < 1 and the additional condition'~ 2. 

•• 

The preYIOUI diiCUUlon nealected the srrateatc ~ 0( our procram nlOdlricatlon 

technique How do we dlvk.1e IJUr -.ime between akfori"' the prapam to achieve a new 

condlli.,. P2 and ensurmg that a prot«ted condition P 1 ta atlll achtned? The most 

ad venturous S';rategy 11 first to c.ompll!te the mod1f1<at1on n«essary ro achieve P,. and then to 

check that P 1 still holds. This CUI 0e wutdul, however, because we may need to do a lot or 
wol"lr. modllymg the procrat" to achieve P1 before we diiCD'Ier thai P 1 II not achieved by the 

modified rrogram. A matt oonurvadve ltrlllp u to .::;fA-k t"at the pratletion candltiona .,.. 

mai~.,amed each Urne a new tnstruc:t!cn Is tnaerted durtnb the rnodlftcltion procns; thus a 

prop01ed modlrlct~lon that does not IIChteve P 1 may be re~ q11tte earty. For example, 1r P 1 
as the permutaeton property ,fnllt(l), thM tht valua or the nrlabla In the ltat I are to be a 

permutation or their orlflnal nluts. we wtll admit modtrlcatlonl- that lnterchanp the valua ol 

variables In l, but rtjlet modtrlti.Uona lhll aa.mpt to ua'lf' new valua to thae vartabla. 

Thu conserval!ve urategy Is adhm!d to by our implemented system; tt la a bat tao ratridtve, 

b«auae a modtrk:atlon chu aawflfs the pnactlon c:ondltlon only 11 the flnal ..,. may be 

reJKted *f •ts pracectlon condttton ts checked prematurely. 

The above roodirlcahon technique allows us to Insert new lnltrUCtions lntrJ the procram 
lt'l•i11"f'lt. but ~ to alter or cleleCe anJ d the lnllructlonl that an alreadJ there. Such 

modllflct~aons m'y IOI'Mltrna be n«b'MJ, but they are beJond thelalfM :1 our wchntque. 

The ::-rotectioft concept w• ueed by Sun!Mn [197!] • ., appn~ech to 
pt., for!NIIon by the aucteAive debuui"C of '••ly comtct pl.,.. 
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~ausr. 1n the cours,r oi ., .. ~ang P2 true, we ma·1 ~ makmg f 1 false. For the same reaJOn, It 

u not enough to revene the order 1n Which t~lf pals are achieved. However, the procram 

mocilflcatton trchnaque of the prevlc.Js sec:tlon gaves us a way of IOivlng such a problem. To 

-PPIY thu technique, we first construct a prorram rhat achleva P 1; we then modtfy this 

program to achieve P 2 whaie prctect!!'g P, The JlfltW111fttoW-ptal nd1 that represents this 

ap..,roach u 

•chleve P 1 cJtct P 'l •> achieve P 1 

11chlev• P'l 

protect P 1 . 

(Of courw. the roles or P 1 and P1 can be reve.-sed.) Th1s rule extends naturally to the mtJre 

general problem or r.chlevlnC many conditionS SlmultaMOUIIJ; we consider P 1 to be OM or the 

condltlona, and I'; to be thw conjunctMin of 1il the othun. 

The aimuttaneoua-pal pn~t;!plt doa not diCtate whech condtt6on wt att.mpt to ~hlen 

ftnt In pneral. If we dtxovtr that Gr~.; fS( the toncUUona ta almdy true, wt prefer tn "Khat•· • 

that conditiOn flrJt, protect It, 1nd p on to ach~...,. the otherL :"urthermore, we ma) have ruWI 

for apeciric subject domains that cauM tlteM conditions ~ be reordere! 

Let us 1ft how the simult~neouJo-CO&I rule applMI ~o a new IOrtinC problem; thll time.· we 

w11h to 10rt three vartabln x, ,, and 1. The problem can be aped(Mcl by 

sortS(x' z) c .. ach .. ve x ~ ' ou 1 s z cu /)lrfll((x 1 z)) 
wtt•r• :r, ,, 1.:~ 1 are variables with numerical valu& 

We wilt introduce the pracrun ~" 11), which we a•utr~ Art the prnious sectJon, u a 

primitive In the tarpt tancu• BecauM the JOtt2 procram wu COftiii'UCI.t ro achteve the 

condltlion .. s "· we CM Include the sort2-/ortf&M~n ..... 

an our Mt of transformation rula kauM urt2(11 •> wu ipKiflld to IIWniDJn the condition 

,.,_((K •)), we an ldd tht .ti-,.. ""' 
•/I( wf2<K •) ~) •:> ~ lf K and f bflonc Cl:• I. 

Ttw tap-level pal for the "''' dtrtvltiOn II 

8MI 11 .. lltho~~t:! ,_, J s r 1M ,.,.C(It' r)). 

We apply the umulllftlaut..pl ~ blciUit the Cllllldbn ,.,._(11' r)) II llnldf taw. k 
il tlwllnt ID be .......... : 
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Goal 2: achte·.-e ,_,..,(Jt ; ri) 
echl•v• 'Ill ~ ·' and ' s z 
protect ~((r 1 I)) . 

11 

Because pm,.((r 1 .r)) u true inattally, we can elimana~ the Out tuk. achieve ,.,..((x ' .r)) by 

applymg frrst the achaeve-ellmlnaUon rule 

achieve P -~ prove P • 

and later the prov~llmanation rule 

We obtaan 

Goal 3: achlev• :r s' 11M 1 s r 
protect ~((11' I)) . 

Tne nrst tuk.. achtltve X s ' and ' s .r, is anottwr stmullaneoua-pal problem; '" qain 
apply the stmukaneoua-pl rule, arbitrarily utumpunc to achteve tht conditiOn x :11 1 nnt. 

Qoel •• aclllava x ~ ' 
li~lllev• ' $ z 
protac\ Y s 1 
protact ~\x ' I)) . 

A p~ly!nc the new sort2-farmatton rule 

to the flrll ta.s "'• Mlllntt x s ,. ytekb 

eo.l •• •rt2Cx ') .,....,.,S I 
,.,..., . '' .,.._. ,.,_(11' r)). 

We nnt 1t11mpt •~pp~y thiiMII rulleo ...,, -..1 tllk. 11llhMM' • a. Jllldtlll 

...,., Wll(x') 

~I) 
~,~,, 

....... ,._u.,l)). 
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How~ver. m rxeocuung thr mstruction sortZ<] r) w may v1olate the p~a comtiUon x s ' . 
(In parucular. 1f r was 1nH1ally the smallnl of the thrft valu6, then JOrtlng '} and z males' the 

smallest. x an-:l 1 w1ll now ~ out of ordtr.) Therrfore, we are forced ro bldtrack and cons.ader 

alt~rnat~ means for achervmg Goal &. 

By applyang the regress1on rule 

S •> echieve wf'{S P) 

echleve P S, 

G-lel 7: echleve •('( sort2(x 'j) ; s z ~ 

sl'?'t2(x ') 

pro1~ct x s' 
prvt•ct ''"'((x 1 a)) . 

We have already denvld the weakw-pr~QnliUon rule ror the sorl2 lnltrucUon; it u 

wfl( Jort2(&£ ll') P(K •) ) •"' {lf • c K '•"' P<• K)) •rtd 
(tf K S IP ,.,. I'(K 11)) . 

A pplytnc this rule produces 

Qoel II eohle¥e (~/' < X t~lft X S z) IIU 

(tf x S 1 tAftl ' s z) 
10f12'x ,, 

protect x s' 
protect ~(x 1 z)) . 

Intuitively. the fint task ol thAI pal. 

ech..,. (1/ 1 < X ,..,. X 'li 1) •Jt4 
(If lr $ 1 ,..,_ J $ I) , 

II • ldtM¥1 lhM the Yalut oil II dlt ...... ol the thnl YU. tf lhtl mMIIiDn holda befon 
~ J) u neculld. we know diM the tMMNII a.dJtion 1 s 1 Will be trut .,_ardL Thu 
t.a u ltiU Matt. ...,II•••• .... ,.,...._ 1M • ach..- .., ......., lplllal._ ol dw 
...,.llanaau~ prlndpll. Wt wtl nGI <*cri'..e Nl clltMI how tltla lllk 61 • :y161hed. T1w 
,.. ..... ,.., ............ 

. ,,c., ....... ., 
,,. SJI-~1). 
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The correspondlnl! r;oal u 

Goel 8: if' " x iltlft sorr2(x z) 

If x 5 1 Ut11 sorrZ(' r) 

JOTI2(x 1) 

pNtec" x s 1 
pr-otect pnwt((x 1 r)) . 

•• 

It r~a•m to ch~.k th~ protectton cortdttlotu lntuiiiYt•lv. the first condition x s 1 Is sa."lsfled 

b~caus.t 11 occu:s unnwd1at~ly afl~ th~ sort2(x Jl onstrucuon, •ht:h achteves lhts r~lauon. I'he 

~ond condl!lon pn'lfl((x 1 z)) hokis b«ause It 11 true m1Ually and at Ia praernd by th~ thr~ 
sort2 enmucuons 1n 1~ program. In pract~. the54! conditions WGUid be estabttshed by 
apphca!lon of the r~rnston and weak~t-preconciiUon rules. (Aa we remarked. our 

tmp~mauon (h~ks th~ coodlti<Jfli ret>t"atedly wtuk t~ program u betr1J m11dlft4ed rathn 
than w;uung unt1lthe end of the denvauon) 

Th~ rmal procram ·~ obtam u 

sort'<,.' %) <•• if' < :.: tAna .uwt2(x r) 
if x s 1 t j,y1 sorf.!(, r) 
sorr2(.l ') . 

This concludes our daxu~ of the umullaneous-goal ru~ we will-. funher appltcauons 

of thu rule In the next aectton. tn the 1ynth~u of a IIOfMWhlt lal trt•tal pi'Oifam. 

An extended chcunion of lhe titiiUiteneoua...... probleM ._...,. in 
Weldi"'•' [ 1 977l A ,., ...... ~oech to t;,. probloDM w• ......_ by W•ren 
[1974l but 1w did .ut ~.e llw .. ._1-preconcltioft ...., ..... Ot._ •tMdl 
"~ .,_., epplied to ltw probleM by Secercloti [197!) w Tete {117!). 

The structure-<hlftCini pnii'IIM wt ha" CIDNII'UCIIId • far C4IIIIUn • NCUI'IA•e call. 
Our not a~~npll Ulu.,.._ ...., the raunion-f'OI'IMdall ~- •• M" lnlrodUCIId 
.,....,. can bt applied • ~ ,,..,..,... 

Wt are ukld to antrua a pocc•~m liD ftnd die mu....._ _.a) ot• 11'\"&J ... Halt 

11(0 : al. tiM 1611 ol •+ I IIIMintl 1(0), 1(1), .. , a•). The~ far ttMI profft"..,. MaJ ... .,.... .. 
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'"ax\.J :-t) < •• acr. !eve all( a( 0 n ]) ' z and 
z•a[O nlur.d 

lnll' I C~G11fld 

where a n an array of I":Jm~n and 

" 11 an •nltgH and 
0 s" 

Structura-Ch.,..tng PrOJgr.ama 

Rt'CaiP thai oni'Y z rlrangtci ~ans that no var1able ott-.rr than r can bt changed bv th~ prognm. 

In particular. th1s condition rnsures ti'llt tht r.nal pr(\~am w1ll hav~ no surpnsm~ s1d~ dfl!(:ts. 

and that It w111 no« satl!.f~ Its sp«lflcatwns pnvn~IJ, say by setttnc z and all th~ elenwnts of 

th~ array segmft1t to zero. 

Our top-lev~l goal 11 thiH 

Goal 1: actwave 411(&(0 n D :s z t.!ld 

I • ct(O 'I] Gnd 

onJ' ;: CMrl.fla . 

Thts pi hu tl,t form of a stmultaneoua-pl prabllm. The thlr'CI condltJGn, Al1 1 ,,..,.,fd, 11 

of courK true tmually, 10 '" decide 10 • .. :,~evt" at hut; tt wall thm be ehmlnalld by the 

Khtevt- and prov~mlnatlon rula The ether two ccn{ ltJGna may be approKhtd In ltthtr 

order We obcam 

Goal 2: achieve !UI(II{O 11D s 1 

achieve z • e{O · ,] 
protect ali(II{O : 11D s 1 

protect _, I C...,., . 

Auunw thar we ha" tiM fol......., three transi'Grft'Weon rulel lhll relate the ~~ ~strucl 

and the array .... lent; 

•The~n.l• 

P(crU(e{t& : w])) •> trw 1f " ... • 

(uy CONittiOn 11 true for .. ..,. etem1ne ol tht -.c1 111"'1"'), 

• The nllf(M~e f'111• 

1'\crU(.(t& : w])) •> l"(cr(t&]) 1111 • • 

(a a..-.o.Ue6on il crue .t ...-y ....._~ .t a ............ .......- If 1M c.d..._ hollis far that 

.....-r'• ........ ,.t), ..... 
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P(all(4[1l wD) .,. P(4Ji(4{&~ r~-ID) a:'ld P{c;w]) I( a.,,!!.' 

(a cottd rtton Is tru~ for ~very e~ITWI'll of a lef.ITWI'It containing two or rnore elementa If the 

condttlon ho~:h for th~ llnill element of tht segm~t as well as for every ~~t of the Initial 

~ment) 

Wt• focus our attention on the ftrst task m Goal~· 

Goal 3r achieve 4//(4[0: nD s ~ . 

The three 4// rules each match thu goal. The vacuws rule requtres that tht ~t be l'mpty; 

we krow thu Is false by the condllton 0 s n in the snpui ap«:lficatioo. The aing\eton rule 

requtres tt1at the ~rnent have but ont- eletNnt, I.e., that 0 • 11; we cannot prove or disprove 

thts condtttun. 10 we make tt the bam for 1 Cite analysiS. 

Caae 0 •• n ~t.e., 0 < 11) : Here, the tmgleton rule fatls, but the decomposition rule, which 

actuillly requtres that u ... "· suaeed1. in decomposing tht' pal tn:o the conJUnction of two 

conditto:u. Tttae condtttor.• may be treated .eparattly by the umultiMoua-pl principle, 

yteldlrtg 

Goal •• achlev• all\11{0: n-1 D s • 
J ·~hi.IYe .t{ tt) S I 

pro .eot GII(.(O : ft-1 D s 1 . 

We will constdot'f' l ... e thref tasks of this pi In turn The £1rst taalr., to athleve 

is an lns~.&nce of OM of lhe ooncUuons of the top-level p~ tt.et.fon, the recursion-formation 

rule proposn achtnlnc It by means of a recun.n callllla(c tt-l). The Input and r.rmtnatkln 

condiUons for thiS call an .vatchlforward. 

We now focu• our a.'UnUort on the IICond tall ol C.oali, 

lk; urt .u.rAptifll co l'hievt a condWC!fl, the ach"'e-dtmtnadan rule atwaya hill eo dlllarmbM 

Whether thU c:ondtttan II alrndy trw; wt C11'1 netthlr prOYt Mf dllpnm it, eo W mUI it the 

buu for & iurtiMr cut ana!yt~ 

C••• x c 61111 : In thU CUll. w. MUtr ... , alllrnlle mana eo ldl-. o.J !. lttcd lhtt we 

han a nrtab.._autc...,..t farrnlldM rub 



ec~••v• P(t.t) •> prov• P(i) 

~,; .. t for IOfTW t 

wt-ere u Ia a vanable and t ts an expression Ta.lunc P(ao) to be .t:nJ ' "· 1 to bt c(!t], and u 

to be z. WI! can achieve Goal 5 by the Wi«nmertl ICatemenr 

z .. a[n) . 

beuuse a(n] ~ a(n] 

[Not~ th~t w~ could also achltVt Goal !I by th~ array-~i:;nment rule 

a(n) ., z , 

or the sort2 mstruction 

these solutions woukl be rejeCted, howt"cr, t--cause the, violate the prot.."'Cted .:ondtuon Ofll<J 1 

chcanfld.l 

Case a[n] s z: Here, the condiUon ol Goal !I il al ... ady true, and can be ·~ehtned• ~, ttM 

emptJ procram. 

Wt have achieved Goal ~ in both cues; the condltlonal-fortrtath'l prtndplt ytekla the 

program 

if z < c.{n) lA.,. z .. ~") . 

We have thus completed the JKOnd tuk ol Oaai 4. 

We now proc.d to conacNr the third tuk, which II 110 chtd the ~ c:andAUan 

Ciioel ., lUX(• Il-l) 

tfz c thd 
tAA f .. 41(1l] 
prowelll(c(O: n-1) s r . 

A pplJl"' the prove-ncreukJn rule 
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DJp{ tf q (lim S P ) •> tj q thnt 11fi(S P) snd 
lf not q tllnt p ' 

and the Wflk.tat-precondl.aon rule for lht UlilfUMnt lt&tement 

wp( u .. t P(u) 1 •> P(r) , 

w~ Obtain 

Goal 7a mcu:(a n-1) 
prove Lf z < ca[n} thm Cll.'(a{O: Il-l}) :s a{n] CJnd 

If a(n) s :r thm dll(a[O: tt-l]) s 2 

if r < a[n) 
thtn z ... a(n] . 

Note th 11 max( a n) wu specafltd to ar.hleve the condition 

a I 'Ia( 0 · td) s r ; 

therefore, by mathm1a11cal anduction, the recursive call 1114%{11 tt-·1) can be anumed to achieve 

IJII(a(O : 11-ID s z . 

The second condition we are uked lO prove, 

~/ a{lt) s :r tAm 411(4(0: n-ID s c , 

follows at once. The first rCJik!iUon, 

tf r < c{tt) tAnt 4111{11(0 : n-ID s .Ctt) , 

follows directly by the trtnaiUve rule. 
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Tl1ta completes the final wit of Coal i, and thua we ha'fe ach6ned the concUttm ot Goal !. 

that IIII(G(O : RD S 1, for the CUI where 0 c II. The rtmaMIInl cue II man ...aly dllpOMd ol. 

C••• " • 0 : Here. the II!C'M"' .t:O : 11) has only one tllmenC, IIICl the 11ftC1eton rule 

reduces Goal 5 t.) the followif1C: 

8oel Ia achieve .COl s r . 

Thla cancUtian 11 aduntd by me UlipmlnC ....,.tt 
, .. t(O) I 

II befon. 



ea 

Wr h1v~ coostructed plogram sqmenu that ach~v' Goal S In each cue; tht resutttng 

condtuonal sqment 11 

If n • 0 
,,.,,;, l .. 4(0) 

tlst 111a<o n-1) 
if r ~ 4[ n) 
tlrtn z .,_ &ln) 

Thtrt art thr~ adduac.nal tasks in Goal ~ that we must perform: We muiC achieve the 

rondltaon 

' • a{ 0 n 1 , 

thu coodataon as 1lrudy tru~. and may ~ prove<:l by application of the regrualon and w~akest-· 

pr~ondauon ruin Next, we must check. that •he protected condttlon 

41/(G( 0 · n)) s r 

u sausfaed; thu Is tru~. because we han just constructed a segment that i!:htnea th.: cuncUtion, 

and an ·acha~vmc· the addallon1l conchuon r • 11(0 : !l) we made no chanps to thu ..._,,~n~ftt. 

Fenally, we must enJUrt that the prCifKted cundtuon 

u satiSfied; this Is true, btcau~e only usapments to r occur an tht pracnm we han conltr\lctMS. 

Havtnc wabluhed the pn:acuon conditions, we an left wttto. the nnal f"'r'M'I 

lfla(G ni <.. Lf ft • 0 
tMJI I .. 11(0) 
flu --<••-1) 

•fr < t(a) 
tMI r ~ ela). 

Ttw pt'OII'IIIHIIII~ technMI• we ~ ,_ .....,.. ,..:r- •-=ncb 

naturally co.,.....,.. dM ~ fll ,..,...,. ~ ,.....-. 
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program ftnds ~he value of tht maxtmum e~t In an array. Suppote that iille ~ortr.h to extmd 

that program to obtain a new prO(T&m ~UKtruln(a n) for Ondinl the indn ef tt at maxlmurr. 

element u well u Its waJue. In other wordr., we want to modify tht pracram 11a tlt Khltvt the 

new condttlon 

ar,J • %and 0 :5' :5 n 

whtlf prot~ung the ortgtnill condatton 

all(a[O ,. )) ~ z and z 'a(O · nl 

that the program wu lntmded to achieve. Note that we do not prO':ect the condition on.l' z 

dranf4d that the pr~ram one1nally ach~eved; thu is because we want to ch..,... the value of ' 

as well as r Instead, we Include 

among tne new conditiOns to be achieved by 1114XtftcWlt. 

Our modtflution tuk is thus :;p«lfled u fullowa: 

maxtndn(a n) <•• lf" • 0 

'""' ~ .. 4(0) 
1111 mutn~• ft- J) 

tfr<ca(n) 
t/tnt r. ~ a[n) 

achieve tl{'] • z atk4 0 s ' s " arul ~ '' z cAGftfH 
F•t"'tect G.ll(ca(O : nD s ~ 111Ulz • c(O : ft] 

where • Ia an arrar of numbers and 
n Ia an integer and 
0 s n. 

Here, we han rep~ the recursive calli 110 .a. the old.,.,.,.,... bJ ,..,.,.. •• calli 10 the 

extcanded procram ..at141fn. Coal I b rarmed dlnctly f'rGm thell ipldflt:Miana. and wtl not 

be capMd ........ 

Note that tt *'quite rt«fttlfy to prorea the anhtion ell(aO: 11)) s 1; otherwtle, we could 

Khaen the new conditions bJ pervenelr ,....,. r to e(OJ Md .... J eo 0. The IKIDftd 

CMdttton, an the Cllher hand, g actually rtdundlftt; 6f alJ) • 1 r.nd 0 s J s 11, tt.. C81Unly 

1 " .(O : ,.). Applylnc the UIUsl ,..,....._ 11ftd wak•t-pr-.ciAdon rulll. we cMriYe 



goal 21 tf " -. 0 

The tuk. 

tAn~ achlev• cd1l • aio] ond 0 s ·' s nand tm11 ,, r cAcJtfld 
l .. a[O) 

''" Mmndex(ca n-1) 
tf r < a[n] 
tla,n •chleve ,,[,J • o[nj 4nd 0 s 1 s n and tm11 1. r cllant•d 

r .. o[rt) 
1lJ1 •c"l•~'• n[,J • z and 0 s ' s n and ~m~, ,, r cAtJnfld 

protect 11/.~G(O: nJ) s z Gnd r • ca[O n) . 

•chleve ca(') • a( OJ or.d 0 '1 s n and tm11 1· r cllontld , 

which occurs m the branch for which n • 0, Is found to bf! achieved! by the us!pment 

' .. (I ' 

by application of rhe slmukaneous--pal princtple and th'~ varlatole-aulpment ro:mation n~~~­

Simllarly, the tvk 

whlch occurs after the recur .. vt call an tht cue 1 c cl(ft), Ia found co bt achWied by the 

Ull(nmlftt 

,.,.. 
Flnalty, the tuk 

achieve .. ,l • z •1141 0 s' s 11 cu ""11 1·• cltcr&fld , 

OCQirl immedlarely an.r the RICUnhe callllllaiUa(la •-I) An the cue c(R) s 1. The recuratve 
cal can be UIUIMd lndldvety liD IChil'le tiM CIDJidM6on 

al7J • z ..... 0 s' s 11-l ..... ..J, 1· t ~tiWAIM; 

Chut. chi ...... condM6an 61 ........ , true. 

~0 : II) S I ..... I I c(O : •] , 
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modtftcallons; tn~ only Instructions we have added are Wit"mentt to ,. T~oe final IWxtncUx 

program woe obtain Is thus 

"14xtndA'(ca n) < .. • •f:; • 0 

'~"'' ... 0 
l .. 4(0) 

~~· ~ndn(• n-1) 
'f r < •[,.] 

r~m ' .. " 
r ... d::' 

The modification of recunl"~ programs can be lr.ll!~ted t;-y the slmultanf!OUs-toal principle 

tf the progt am constructed It') acnteve .,.,~ ;;:,: :h: ;~~! ~t:!ltions happen~ to be recursive 

Howenr. modiflcalton of a (.ven prorram may abo ~ recarded u an tnd~dtnl 

programmln~ tuk; this applkadon II dlscuued further In SecUoP r,c. 
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1§. IMPLICATIONS FOR PROGRAMMIN•3 MJCTHODOLOGY 

In program synth~su u wr h.ne dritntd u, a penon formulat·es lh~ .,urpose of the prognm 

he wants Without mdlc~ottng 1 pocedure to l(hlne th1t purpos-e. In pr.-.ctlce, even ttle nMJ~t 

computatlo.Jally na1ve user of a pi'O("&m-aynthesh ayHem ia likely to ~~~~~ some IJea of an 

algorrtnm that could be employ~ by the deurtd progr&m. This algot···hm m~y not be entirely 

utnfactory· 11 may no< ach1~ve all the dtl!red conditions, 11 may bt! tn<.omplecel,·• specified, or It 

may lead to an tnefflcu~nt program. Neverthelns, 11 would be foolt·sh to prevmt tht user from 

conveymg tim mformal•on to the system, because n !s eas•er to denve a pre&ram from a 

parually sptof•t\J algonthm than from a spectflcatlon that expr~J.Se' only thf program's 

purJX*!. In thu s.Ktlon, we will show how the ; .,;ram-synthesis t•rchnlqua we han already 

muoduCfd can be appU~ to transform a partially specified procedure Into a co..,plete p~ogram. 

Actually, we ha.ve already ~ some examples in which the 1/)«lfkaUons had a prc.IC.t.<:fural 

component. In the lll.Srl"lkx example (Section ',G), our sp«lfin.Uons were gtvm In the foroTI of 

a complete max program With snmr additional conduaom to be ,&e.,.eved. In th~ rtv. "' 

example (S«uon ~). the 'ptctflca~aons were composed of a complet•e """n' prugram, whh h 

was transformed tnto a more ~ffio~t equtvalent These n.&mples wee Introduced to lllustrah' 

parucula1 program-syn~hesn '«hmqu'-S. The ernphuls 1n chu sec.lun will be on rhe actual 

tul:. performed 

We wtll Lonstder separately three ways In wh1ch the ,nvcedural o:wnponents ·~ a 

ap«thcation can be p,.....tild. 

• Prop•"' trGJtl/trtlldl~. Tht apec&fiCIUOna rae pvtll In tht rorm rJ a cltar-ptrhapa 

lnef'fleienty-procram. which ll then trana'onned ''•to an tffldenr.--perhap• unelear­

equtvalent. 

e Data Gbstrutln. Tht! specifkaUOI'Ia art given lfl the form of 1 complttt program that 

operates on certain GbStract dat• ,,,, structurtS (such 1\J leU, stKk.l, ~ crapha) ••hole 

proptrUa are tlpreued pred•ly bu·. whoM 'l'lachlnt reprtll!'atatlon ll unspecified; the 

pracrL-n b therl tnnaformtd to rerlact net aperalion on •.ht abatna data types by a 

corNspondlnc concrete operation or. a choler. machine representation. 

• l'ropa• JllodtflttJtltnl. We are 11vrn a comr~ett pracram that perfomt' one talk aucceJII'ully; 

we wlah to exleftd tht prasr~n~ to achie1e an adcliUonai c:oncUUon. wlt.Ue ••n ~cwm*"C 
ita ~•canal tu&. 

A~nouJh we consacter tach of '"·• tor1kl separately, the aamt techniques can be ~p~~·la.d tiJ 

transform a procedure whoM d'.tacl·tpUOr II subject to aU thrw model fl ""pndUOn. b1 athel· 

worda, '~he rt"• lf*lfkauo•u could ~J..-l an .,_,.kierlt procedure, apr .... an 111nna ol 
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abstract $tructure$, that n~S to be Uttllded 10 achteve addl~ional condiUO.,S. Of COUrse, there 

ar~ O(hP.r way. m whtch the drscnpuon m•y be lmpr,.w~ bft1dea tilt three we will discuss here. 

A. Transformation: Pr'>ll"&naa -» Bette!" Pro1rama 

Often the cleare•t. Slmrlest prog :tm for :a given task ;na• not be the most el'f.dr.nt; if we 

attPmpt to construct an effi(lent prot:ram for the tuk at OI"'Cf., our rauk ts l!~.~!y ftJ ~ undnr, 

and perhaps mcorrfit as wetl. It hu ~" sugsnced, therebre, that we cooatruct wr program 

m two stages we btogm by ~tmg ~fflctency considerations aside for awt'k:; W'! construct u 

cwar and stnughtfon;ard 1 program as pc»Sible. We then uantfCJrm thiS procram to mah ll 

more efflclenr, poutbly los1ng MJme d:arlty dunng the process. 

lt u argu~ that the pTO(l'ams produced tn thu way are more likely to be correct than 

programs produced by the convenllclru11 one-ph:~~.~e method The f1r1t version iJ likely to be 

correct by virtue of It • clarity; tlrte a«ond version Is produced by the applkaUon of 

transformation rula thu praene the correctness of the flnt verlion while improvtnc iu 

effle&MCJ. 

We have already v..en program-synthesu techniques appiMd to a transformation problem, in 

Section 3C. ~~ ::O.t example, we were c•ven the foUowtnc procram fat reversinc a liSt: 

rtwr.ll(l} < .. if ,..,l'j..l) 
'~"' rtU ''$' .,~,,.,sl(tel(m 

lisiC~-AA) ) . 

at~pnu~CI 1 11) <•• tf ,..,'1(11) 

tM111 
flu CIIU(~'*'(L 1 ) 

.,f'ruM,tell(l1) 11)) . 

Treaunc this procran~ 6Uelf u ttw spedfkationl. we d~tvlloped dw lollowklf ~ or two 

procrams ror perfonni"l tiM 111M taa: 

,..,,1(1) <-- ., l'fllpt'JIJ) ,,,. ..u 
flltl FIWTUP"'J aU) , 



rtvtrttgtn(l 11) .. ~. •! '"',t,<.ttUl\1)) 
tlt111 CCIIIJ\~tod(/) 191) 

:lu rtvtrJtttn/JIU/(1) 
<olls(llt4<1(l) "')) 

Yhe onganal ttvtr st prognm •s quite aneffloent nch executaan may require man1 cz.lh t · the 

apptnd program; each of thtW! calli to opp11td produces a new ~y or IU fnlt ucumen~. On 

the other hand. m the hnal systHn of program5. the expensln op,ntd operation 11 repl¥-ed by 

the e-conomtcal cons Furthermore, the recumon u of a spectal form tltat ran be evaluated 

wathout the use of a stack; 1n ract, this system can be converted to the followinl ltaa.Uve rnHrJf 

program by 1.ppllcat•oo of a recuc.kln-removal transformatiOn ru• 

1 11)11Jf(l) < .. tf ""pt,.l) 
tAnt wt~ut(nU) 
tlst "' ... nU 

ailttlt ftOI ,. pt,.to;J(l)) 
M 11 .. e~ms(4fCid(,) 11) 

I .. tiUI(I) 
Dut ,ILI(cc,u(llta.d(l) 11)} . 

By nplouu.g :·,e properues of the openuons tn the or*C'n•l rnnst prucram. we have 

manag~d to tnn~form It to a more riflcient program that achieVes the lame purpoM by a 

fundan·.entally dcfferent method. 

In tnss eump'r, our sp«lflcar10ns were g~ven an the form or a complete pracram. wUh no 

CMher l:ldKaUon of the purpote to be ach~evt!d We were fonunate to perform the same task by 

an tn'.•r•ly dafferent and mort tf"flc.,..t m-thod. In pntr.ll, If the lpldtlcltion fll the prapam 

11 purely procedural. such radical lmprovtmtnta an dllfiCU• to ICftiiVll; In omkdnJ any 

lla&llrnent of purpoee from the li¥11'1 apedfieaUon, we art btllld aoward llldapCtnc the alpr!thm 

or the ct·,.., prorram, !!'!~tad @f Mekfnt 10 achlne the..,.. pQ!'pall ill 1 MW way. 

For exampae. suppow tha.t we want 10 CONtrUct a PI'OI'Im ID at 1 Mil el nutnbe'a. Our 

deterlpUon or the dn.l.-.: pf<lCram lftiCht be 

wh.,. 

Jort(l) c.. •f ,..,IJ(I) ,.,.,w 
lls1 llnf~ ,.1(18W))) , 
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Thf' wrung ~hod mlploytd by th1s program 1s mtnnstcally Inefficient. The prognm 

contams no t" phclt 5tatf'~t that the h~ It product's u Intended to ~ urdft"ed 'Nithout such 

a star~t. 11 IS d1fr1cult to 1magme a.: 'Ystl!'f'l'l stumbling across a more effklent sortlr>g method. 

A morf' pncllcable approach Wl"JUid ~ to have the user specify the pur~ of the given 

program along with the program 1t~elf Tlte system would chen applf "'""'"u'-'"'""tli"f 
trrzr,sfor,...:rit'"s, wh1ch could alter the CJYtn pror11m tCl l!hii'U! the same purpote In a 

fundarMntaliy d1ffer"'t way 

T~ pure procrem-lrtMformal•on approach hH been edvCKat•1 by 

Burstall and f'ltrli"'ton [1977l Knuth (1974l Standish 11 el. [1976l end 
ot~rs. Gerhart [I ~7'5) introduces a system of correctness-preservina 
trans:•.rmahons. An exper1menlal system to •mprcwe procrams by successive 

transformation""" oMpiemented by Dlrli"'ton and btlell (1976}. 

B. .A.b.traot Data 8truotur•• 

Out of th• d1Herent dl&g"10WS of tht cauws of our programming Ills, thc.-re arlw different 

therap•~s One school of thought attnbutes much of the difficulty o!" programmlnc to the 

process of encoding high-level data suuctures In rerms oi' t~ canstn~<t.s available 1n the t&rlft 

programm1ng IJ.ncuace. 

A ccordtnr to thiS Khool. wt deMp at1 alprlrhm In aur m~nda hi t.rma ol UJI1«t ara 
srrucrur", structures such u 1tt1. queua, or 1faphs whole ~roperuea are apectfted but whose 
pr«IW implementation is undetermined. In these terms. the •mental a)prithm• II 

strai(htforward and easy to formulace. 

Th~ dlfftculry ar1ws When we attempt to express our mental aptthm In terms o( the 

primitive conatructl of the tarp tancuace. IUCh u arrays or li2CI. Becautt the machlM 

r.,resentauons at our duposal do not corrapond prectwly to the abllract data structures oC our 

mental alprKhm. an act of paraphrw ll lnYolYtd in lhe prapiiiiiiUfll pnau. We mull 
simulraneously formulate our aptthm and express it In term1 of macMnt operations. 

Furthermore, t~ are often many poulble Nnpleml!nUUona ror the ...,. abstract data 
str~.,,~ only after we han compleuly deatrtbed our atprtthrr. In alrat~ tetma, and car; 1ee 

"'"at operations an: to be performed on the ltrUClUN. can we dedde whldt implementation wtn 
leal ~ tto« moll .tfkMrtt ,.....am. 
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construumg a c~u progr01rn m t~PT•I of t•t~ ab,tract da11 stru:tures of our mental algorithm; 

only th~ do wp choost 1 repre~tallon 'or thr abstrau data structures. and transform our 

program accordmgly For anstan(e. we would fan< rxpras our a'lurU 1m In wrma of high-level 

~rataons Juch as poppang an t'~t from a q•Jeue or addmg an t>t.merlt to a set; then we 

wuuk1 dtcade how to repre~t .hl' queue or ~t. •·s an array or hst, ny. Facihllts m•cht be 

provadtd to perform thr rrqu•~~ transformataom automaucally, or at least to ensure that they 

are done corrtctly 

Tht tr;ansformauoo prc~ess miy be r~ardfd u a prognm-synthesu tasK The spec!facatlon 

for thu task u the progam tKprustd an terms of tht abstract data structures; the operations on 

these muuurn are conaJdntd !t. t-c nonpnmlta'''! constructs. The properties of the abstract 

data structure! and thtar optr auons art statfd as transformatiOn rules. The final prograi'n will 

~ equavalr.'ll to the orag1nal, but all the nonpramlllve abstract operauoos will have been 

reformulated m term$ of pramatave tarcet-language constructs. 

Far examrle. suppote we are wr:llng a procram that duls With queues u an abatract data 

structu~e Wr may have three cperataom on a queue: a p!Uit operatloo, whtch Inserts an 

e~"rMnl at the end of the queue; a cop opera11on, whach producn the first element of the queue·, 

and a pop operauon, whKh rMtOves the f1rst element from the queue. Informally, we can 

represent the properties of these operations by the rules 

P&I.J ~, fiUIU(x 1 

t 0 fl(fiU'U(, X 1 x 11 )) •> 1 af ~ ara 

Now, suppoa thai w have written our prapam In ~"" of abstract queues. but that our 

rarp procramman1 a.npll' r.qua,.. u1 ;o rep~ our q""* 6n l8mll tiiUca. The obvtoui 
reprnentauon u to encode the queue d1r«tly u a lilt, l.t., 

An &Jtemll.t rtpretentauon 1110 lftCadt 1ht queue u a Ill& with &he...._.. rt'Y.....a, i.e., 

Auume thai w hue tholen the rarsz tnmdlftl. 
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Ou1 synth~51S t;;uk u now to construct coocr~l! ~ration\ on lasts thai cornspond und~r wr 
chown mcoomg to th~ abltract ~11.slt, tofl, ;~~nd ~fl ~rations, 1.e~ 

pus II I(J I) < •• tncodt l(f)IU/t(J d«ocU l(l))) 

top 1(1) < •• top(.Ucodt 1(1)) 
where dteodtl(t) u nonempty 

pop I(') .... t1llMII(~~.:l«O.UI(l))) 
where dKodt l(l) IS nonempty, 

wh~re I ts a hat We un conaader these ciacriptlonl li apectfkationa for a ayn•hesta tuk tn 

v1htch puslt. top, pop. nacodtl, and dteodll Ill! o~ll rtgarded ;,u nonprtmiUve constructs. By 

mcludan(' the rules drscnbmg the pr~rt1u of these const.rucu among our transl'ormatJon rules, 

and applytng oor u1ual program-synthe111 ttchnaqun. we obtain the followlnc concrete 

amplemenlallon' 

and 

pwlt I(J I) < .. • tj lfiiPI<J (t) 
tltrn ltst(:J) 
lls.r COIU(AMd(l) 

p~tslt(, t4tJ(l)\' • 

,.,, I (I) < • • t oU(I) . 

Thr. flnal procram as thm obtained by repl~~elnC the abstriiCt operatiOns ~~~, top. and ,., 

by the concrete lmplementattana ~It I. top i, and ~>; In the ct•en PfCII""l 

In thl1 amplementf,taon, to~ I and ,., I may be exerotecl directly, but 'r.ult I Involves 

...-ch&ng down the entin queue. Thertl'ore. we mtcht choole thAI~ tf the'" 
and flOP operauona rnust be perf'OI'fl'*i quickly, but the ~It open1a1 II ...,.,..._ to take 

moreume. 

lr the reverse Utullion ta the cue, lftd ,.,Ail the man a1bcal .-.aian. w may choaee 

lM .-...... ,..,....~ 1n whldl lhl ... _... ol the 41u.1 .,.... an me ... an rn ... 
order, I.e., 
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ilnd 

to'12'(!) <•• •J. tf11/'l.,. .t!\1)) 

t ~'" It tad(!) 
tlu !op2\rat/(/)) . 

pcp'N) < • • 1j ,.., pt?( atl(l)) 

tl\rn rul 
tl Jl (Oft .r( hf4d<l) 

fHp2(t4ll(l})) 

lmplicati\Hia for Progra:11mtng MethoctotoaY 

In thai reprewntataon, the pusl\ opHataoo bKorMS ~oate economac.tl, bu: !he ro.~ and pop 

~nuons t~ome corr~spondangiy more l!llpw;lve 

The problr.ni ihat anse an translating abwact data uructurn ir-.• o concrete representations 

requaH illl the synth~ls techmqun w.! hilve consadered. Ho~v~. th~ problems are or • 
more limned scope and r~ual'f Ins anveuuon than the more ~al .ynthesb problem. It b 

hktoly thill program-synthnu t~hnaques wall become ::;;acual for such relatively restricted 

problftns long ~fore the g~al problem as solved. 

lhe dala·lb~tr.cttOr. •thodoloty has bien 1nvesl111ted ertensively (sea, 

for example, l•<.io.ov end t'illes (1975) and Gulla&, Horowitz, snd ~ser 

[1976~1 SysteMS 1n v;hldl the representatiOns for cert~n ebstract data 

•iructures are dlected autOft~ahc.,•y haw: been implemented by L'lw (1976) 

and Schw.,tz [1974l Our QUf'W ~·""'*' ioUow• Hew1tl end S.Wth [1975), at 

1 safe diat8nee. 

It II often remarked that rroJrammers spend moN ol their time kl mocUfJl"C old prcgrams 

to achaen addauonaJ pu~s th11n 11'1 COIUCI'UCtinC new procnma. T"'- modlfkaUon tults 

are c:oncepcually fu Ina ch~ rhan rhc ariptal prapvnm*"' effott. ~owe¥er, a 

P"'l"ammer i& especially prone 10 err in mocU(~_:; a procram: For one thine. if the orieinal 

pracram u compla. ~ ma~ bt cUITkull to find au the pomtl at whkh ch~ mutt be made. 

Furthenn01e, the procrammet IMJ nor know • ....-nber how the PICIII.,.. workt; M ,._, 

tnMrfen wMh ttl orfFnal f'uncarwnc in llltr'OdudnC the requlNCI ch ...... 
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Thus. th~ a1ff1wlty of prORrilm rnod;flcauon may be attri~uted to Its compl<!xlty as a 

bookkH>pmg chor~ rather than to 1ts challenge 11s a creauvr endeavor. fot thi!. reuon, 

progrt~m modJfJc:~uon •• another area in whteh program-synthesis techniques :ire llk.ely to find 

.heH ~·a;hest apph,atlon 

We havf' a:read f Jntrc.duc--d a program-mod•ftcat1on techn!que, using protected conditions, 

as a oas.s fGr o•;r !.lmultaneouJ-goal pnnCJple In program •ynthem. Thil technique can al~o De 

Apphed d•r~•ly to the program-tno<hhutlon task. Thus, we modify the givm pragram to 

a.ch1eve a nt'w wndl!.on, while protecting the coodation the program wu orlgtn.aliy Intended to 

ach1evt 

We have ~n one example (an Section iG) m "'hteh 0\.r program-mocliflcattcm techmque 

was appllp:i to exttnd • prO(Tam for flnd:rg tht value or the maximum tlerr.ent or an .trray, to 

· bo fmd the mdeJ: of that eltment. The on~m:~l program, 

'"ar(a n) <•• t/ n • 0 
tit~" z +- c(O] 
t/ St lllllx(Ci n- I ) 

if z < t(" J 

tlt111 1 ~ .:[n] , 

was co"lstructed I\» adu10v,. the cond1!lon 

all(a(l> 71)) s z and z • a(O :1) and tmiy z clltlnfld. 

Th1s program wai thm modified to ach•" .I' the additional condiUOI: 

whtt. SCI II mamtal: !nf, two of the onginal condiu·,~J, 

cJ!(e~(O . ftJ) artd z • 4(0 · ") 

ThiS modlfkalion ~~~~~ wu spectfl«i u 

lfi4XirtUx<o n) <.. 1/ !t • 0 
t~m z ~ o(Q] 

liJI lftiJXtndn(CI ft-1} 
,, z < 4[11] 
t.'IA Z +- 4(11] 

achieve .~,) • z 6114 0 s 1 $ 11 •11cl fftl' '' z cAatfltl 
protect tal/(4[0 : tiD s I CM z t c(O : 11] . 

The echl•v• task ensures thL the modifl«' ~I'UJ"am wlll fUiflU lb r.ew pu•·fM*, and tht! 
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pn:·t•ct tuk guarantee> that in modlfyang the pt·og, am we will not lnterffie wtth IU original 

fun ::tlon mg 

From thr abovt speoficltlc•n. wt obtamed the mJdlfied program 

"'axindn:(a n) < .. If n • 0 
thm ' ~ 0 

1 •· cr(O) 
•' u ,...axindtlC\11 n-1) 

if < cr[n) 
tlt1n 1 - n 

.! .. a[a) . 



8. LOOSB ENDS 

A. A Footnote on fHruotured Pro~rammlne 

In program synt'n~m wr attempt to reproduce by machine the sa~ proceu that Is carried 

out br the "st~"ctur~ prog•a•n~r· by hand Howner, the butt programming principles we 

~mploy m thu paper are not ~r~ly machme Implementations of the principles of structured 

propamm1ng. Let us bnefly uarnme the derivatloo of a program In the ttyle ~ a structured­

programming pracUUooer, to Illustrate IOf'M of the essential dlffffences. 

Tht program nfJ(x 1) we r.onstruCI il antended to set the value of the variable z to be the 

~,.. r·Jn~n!lll xJ of two Integers X and ' . where X IS positive and ' Is nonnteattvr We auume 

w~ are g•v -. a number of properua of the exponential runctaon, incluo;;lnc 

1f u ,. 0 and 11 • 0 , 

UV ., 4• (u. · u)V+2 If II IS ndd , 

where u, v, alld 111 are any lnttgen. :-Jere, + ~enotes integer division. Written In our notation, 

the top-level goal of a structured-programming derlnuon Is 

(where the fl(ponmual ruoo1011 u:l " considered to b<e nonprlml"ve). Thll pal can be 

decom~ anto the con.JLU'Iction ol two cond1uon .. 

Goal I• achieve z.DJ'J • ilarut 'J'J • 0. 

The motivation Jlven lor this step Is that, lnltlallf. we ~an achlne the first oonclltlon 

z. nT1 .. iJ easily enouch (by Rtti"C -.x 10 x, 'J'J to,, and z to I}; tf we manar to achieve rhe 

second condition 'fJ • 0 subaequ.ntly, while malntalnln( the nnt concUtion, wt will :-lYe 

achieved our goal. 

For thll purpose, we establllh an ltt.;atlve loc'fl, whote Invariant II Z• ri1J • 'Ill and whOle 

exit condition Is 'fJ • O; tiM body CJf the loop mu,;r brine" clallr 10 zero while ml.lntunlnc the 

Invariant. 

&y explottinc the known propertia ol :he nponent&.l m't other artthntetic functioraa. WQ 

an led ul.mately 10 a final pr~ram, • .,., 
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,.,.p(x ') <•• (:ex 'n z) ~ (:c 1 li 
wlttlt" ,. 0 
do tf tvtn(") 

tlttn (xx ") .. (n · xx TJ+2) 
tlu (xx" r) ... (n. x ... ~~~ x:c· z) . 

The wt'ak pomt of thu dertvauon '«ms to ~ tt-e pass~ from Goal A to Gcal 1\. This 

st~p u nKeosury to provtdt the mvar11.nt ior the loop of the ultimate program. Howt'fer, how 

do we know to use thu Invariant unless we already know the final program In ac'.vance? Wny 

shv1ld we ge'lt'ratl' thu @'Oalmstead of onf of the following. equally plausible alternatives; 

•chleve z + xi» • xJ and xx • 0 

[to be lnallahz ... >d by (xx " r) ... (:r 1 O)l 

Goel 8 2 : adtleve iJ1 • x.'Y and TJ • I 

(to b~ millaltzed by (_,r) ~ (1 x)l or ev~,.. 

Goel BJ: echleve (r· xx}!'J • xJ and xx •" • I 

[toM inltlalaz.eod by (n" r) .. (:c 1 I) or by (xx" z) .. (i 1 '•]? 

Each of tbe~ ~eps can be nhl<a•~e.! uy the 111M considerations that jtutifled the pnerat6on of 

Goal 8, but none of them leads to an exponential program so readily. 

Our Instructors at the Structured Programming School have urged us to Hnd the 

appropriate Invariant uteTtion before lntroductnr a loop. But how are we to .elect the 

succe.uful tnvarlant what there are so many promlling candidates around? 

The corrnpondlnc deriYI\Uon of the 1ame propam by the Procnm-tJftthesil e«hntques of 

thil paper requtm no IUCh pncaplUYI lnliChta. By UIJnC &he 111M propertill of '.hi 

arath"~k runcuona that Wt.re npload an thl Jtructurld-pf'Gir1I'W"UUc dtrtYalkln, we can 

riiJdUCI 

to the rwo su~la 

On the c;..• that ' ll ntn) lnd 
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Goal C: compute :r· (x. x}.1•2 

(an th~ case that ." u odd) Only after we obr.trv! th;at the subexpreu1on (x· x).7•2 , wh1ch 

occurs m ~oth subgoab, 1s <tn ;mtance of the expres.aon r:J m th~ top-level goal, do we actually 

deoode to mtroduce a recumve call n:f!(x· x ,.2 to compute the~<! subex~:eutom. The 

r!"sultmg program IS 

txp(x y) •·· if 'I • 0 
tlltn ,. 
tl u tf twn(') 

t llrn t:rf>(x · x '+ 2) 
tlu X• nf>(x· x ,.~!) 

Thu 1s a rt<"•.ruve veruon of th.• previous Htrauve exponential program, ar.d can actJally be 

tran~form~ mto that pr~ram by SLandard recursion-removal techniques. 

Th~ r~curuvo? calls 111 :he above prOfram arow naturally from the tree of goa:s In the 

d~nvat1on, and the stru.:ture of the fmal program refkct5 the ~tructur~ of that tret:. In contrast, 

the d~uvataon trl't' fo. the It •rauve pmgram had to b! for:ibly manlpulatrd to Induce the 

mvananl to ap~ar 

Rrcurs10n ~.1u to be the ;d~·~tl vehlrl>l! for systematac progr11Tt constructlvn; Its use accounts 

for the relatl\le umplic1ty of the .1oo··e denntlon. In choosang ~c en:p,'lulze iteration Instead, 

the prC\pcnents of structured programmmg have had to resort ro morr dt; blous rMans 

T~ principle• of structur~j protriii'IIMinc ;,eva been du.~ribed often In tt. 

htereture, •.J., by O;nl. [)jkatra, end Hoere [ 1972~ Wirth [197•1 and Oijkatra 

(1976l 

B. lmplementaUon 

It 1s d 1ffsrult 10 develop or evaluate heuristic trc.,nlqun wathout experimenting wltta .an 

tmplementallon The DEDALUS (OEOuctlve ALgorUhm Ur-Syntheslzu) system Is a 

laboratory tool rather rtaan 1 practical product. The Jysttm Is Implemented In QJ..ISP (Wilber 

[ 19'76D. an ext~:nslon of INTER LISP (Tetttlman [191•D .:hat Include pattern-matchanc and 

baclr.trar.king racllltles. In this section, w~ wm describe some r.A the apectal characterlltlcs or our 

!mp$el'nentatlon Without P"f Into nry IIMK~ tletall. 
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The sp«1hcauons ue expresied '" a LISP-like notauon. Thua. the output apeciftca&ion for 

!he l1ss.JI procram, whtch we wrore u 

X < .Jl(/) , 

Is repretented In the DEDA lllS IJMm u 

(LESS X (ALL L)) 

The outpt•: sp«iftcatJ'JI'I for the fCtl procram, which we wrote u 

lftelxj r zjx and ztJI) , 

Is reprtMOlld as 

(MAX (SETOF Z (AND (DIVIDES l X) 

(DIVIDZS Z Y)))). 

The tarp procram ia allio exprea.d in LISP ayntaJC. 

The tranaformauon n•ta are txp.-...cl u procram• In the QJ..ISP .,,..,.,..... tanp .... 

For example, the rul!t that we dena&-t by 

P •lUI lnu •> P 

ia rep,....t.ci by the QJ..ISP procram 

(QJ..AWaOA (AND •P TRUE) IP). 

The rule we w,_ u 

<QJ..AN&OA (DIVIDE .. u .,, 
(INIIIT (PlOV& (' QNTIOU lU»)) 
(INSIST (PIOVE (' (IQ,UAL IV 0))}'1 
TRUE). 

Allhoup the ......_ who .. uniiWNI6ar wtall the QJJSP ......... , Ml ..... al tiM 

cl«ajle fll lhe ab-nt plap1lll. M IMJ ~111 .,.,...,, lhlt m., .. ......, en ,..... ~ tiM """' 

tlla& they ,.,,_.;; the ,.....,.. e1 u.. (tJJSl' ....... ...u ...._ ••••n•••R tu+: dlrld. 
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B~<au~ ru~s are representfti u programs. we are allowed the full power of the procrammlng 

language an txpreu!i'lgeach rulf. 

Ttte DEDA LUS system currently conta.tna more than a ttunurfd such tranlf'ormatlon rules. 

In ~xpand lrg th~ systm~ to handle a new sub jKt domain, we limply Introduce new rules. 

The rult·s c.f the system .,~ classified accordl.'& to their ~tma, th~r len-hand side. This 

pattern desc·abes tht dus of aubgoab to whach tht ru~ can be ~&pplletl. Thus, the rules 

ulv •> triU If ... 

and 

ulv •> ulv-u If ... 

both have patten~ ulv, and c.n be applied to goallauch u 

compute " I,.., . 
When a new goal Is generated. the aystem retrle~es tho.e rules wht'le patterns match the form 
of the goal This retrieval Is facilitated by arra~•glng the rules In a claulfkatfolt tree according 

to the•r patterns; thus the two rules abov~ would be clu.slfled on the same branch of the tree. 

This mechanism allowa us to u0k1 matchl"' every rule In the apttrn ~nat nch newty­
g~.,erated coal. 

If no ru~ matches tte entire expresslar. of a pi, Its IUbupr.uorts are flltabltah«< u 
subCO&b. If no rule matches any aubexprlllion of a ct•en pl. a f.Uu.r~ oca~ra. """d 

backtrackm& 11 ln•aked; the aystem attempts to find an allem~te tranarormataon that apphea to 

a previout wbpal. 

The Q.LISP pattern-matcher hu special pro•lslons for matchtftC cunmuttii•e functJons. 

Thus, because Htt •u operatlan 11 commutative, lhe rule 

,. ... '''" •> ,. I 

reprt!Mnted u the QJ..ISP procram 

(QJ..AMBDA (AND ~p TRl'E) IP). 

can be appleed . to pta of fer-n •tnu au ,.. u well u .,. •"" tnu•. Far thls ~. 

CGn'lfnUtatlvlty mila such u 
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ar~ n~· n«~uary .n tn~ DEDA LUS system. 

Tht:. lund of matchmg ;oabo occun m th~ recuntoo-formatJon ru ... In determining whethe; a 

n~w goal IS an Instance of sonw earlier goal. For eumplt·, In •he actual •rnthnta of the red 

prugnm, the top-lev~l goal 

was r~arded as an tnatanc~ of ltll'lf wuh th~ roles of x and ' rnerse. b-:-c.1use th~ and 

function u commutilllve The reOJfiiiJn-fonnauon rule. tner~o:e. was at .. to pr.:JPOW the 

rKUfSIVf call !Cd(' X) 

Currently. the DEDA LU!> tmpiMYntatton Incorporates the pnnc1pl<es of conc:ht1011al 

formatton, rKurston formation (lndodtng the termination proofs). and procedure forma.Uon, but 

not renerall lUOO or the formauon of llruaure-<hancanc procnma. The techn~un for 

denvang straight-line atructure-chan(lnc procn,.,. were tmptem.ntlld m a iipUU. ayltem (tee 

Wo1khnrr ( 1977)) 

Representauve samp~ of th~ procrams constructed by the current DEDA LUS syaum are 

the followmr 

Numertca! Procranu: 
• the subtracttve tctl •'corlthm 
• the Euchdun red alprathm 
• the '>inary red a'e'onthm 
• the remaandH ot dlvMhnc two an~u 

Lase Procranu: 
• flndtnc the maximum element of a Its. 
• taunc If a lla ts sorted 
• tating If a number Ia len than e•ery ele-nent of ~ IUt ol numbers IJiu&U) 

• :esunc tr every element ol one list of "" ;nber • ll lt>u than every ~ 
of another (IJJIGJO 

Set Procnama: 
• camputinc the unian or lnw.uon ol two IIU 
e taiU"C I( an elerMftt bllonp to I .. 

• testtn1 tr ane 11t ts a aubaet ol another 
• compuun, the can..aan pradua fJI two .... (wt) ' 
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(J. Hl.torioal Remar~• 

In thiS ~«lion we trar.e bnefly th'l! hk:tory of the deducuve s.pproach to procram aynrhesas. 

The nrly luu1!Jiu co,.pi!n of Samor1 [ 196~) constructed 11mple llr!ll~Cht-Une llsa-procr:6Jmg 

programs i•om descrtptlons oi the expecred anput and dnlrl!d ouaput; the syst-·m ' u hued on 

the Gmf'r:tl- I" rob~-Solver •pt>roach 

A later group of sys!~s wa~ based c;o the rts"utur~ tiiiMT'"'- ~roviJtf a~proo.cll the 

spKtfiCil!lons for the :1f'm~ program were translated Into an equtvalert~ theorem-provmg 

prob~. and thf' dPmed 1 rogram wu deuved from the corrnpondtnc ptoof (See, eg, Green 

[1969). W;aldm.,.Pr and lt!t! [19691 and lt!t!. Chanr;, .tnd Waldl";~r (197il) Thae systems 

could p• Clducr condauonal , ·c-,;rams, b~t thetr loop-fmrnaUCJr' ability wu rudimentuy; the 

rpquurd math'"fTlatlul-mductiOO proofs ,.ere awllward to p,.~forrr. an t~e raolution formalism. 

Efforts to tmproYt rl'::- synthesis of loop• wathan a (uonraoluuon) theorem-provinc approach 

are deKrtbed , .. Manna and Wakilnpr [1~71! 

A program-synthem 1ysttm bued n, lhe pf<.tram-ve•tflcauon formalum of Hout [ 1961) is 

descrtbtd by Buchanan and Luck ham [ 19'741 Their IJil'"'' wu lmpler..,.,ted UIIA"C 101M of tht 

1acat.ues of PLANNER (HPwatt (1971)}. at ~e<jUtred that')'' loops be specified In advance by 

the u~r 

lh~ more r~e.,l w(l, k ;n procr tm synthe~oa 1s too ~ltmsive u u toe varl'l(t to be 

summan•d ttne Pa~n related to ibf«U of the dedttrtl¥e appro-.:tt are mentioned In the 

approunate ...ctkw'la ~ tht tt.-t; IOflW ol tile other t~proachft art dilltut.S ln tiM nn~ l«tian. 

The program-syntheua approach we havt followed rtqulra that we pro•lde oompltU 

speclflcataons for tht desired pr~ram txprl'.S~td ln an artlrlda! tancu•· It hu been &r."t«< 

thai: these specilkations are dlffkult to provtde, and manr alltrnale appra.ches have bf.en built 

&roltnd c''ifermt apectflcatton Khema. 

e Su1t~lt m/JKI-IIUI/Ju.l ~rs. In thla approach (,. ;., tee Hardy ( 1~'751, Summers [117'7D, the 

procnm 1s described by Jivlnc typiCal ,,.~ .. :.. ··nd the corraponcUnc ouq,uu. Thu.\ 

(A 8 C)•> (C 8 A), '" (8 C) D) •> (D (~C) A) 

sugestt a prarram to ,.,..,., a lUt. Such tpldf'kattona art nttural and euy to t"ormulace. 
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Hvw~nr. 1n coostruc!l•·~ th~ patn on~ must be careful to notd unbiCUitla; for lnatance the 

pa1rs 

( 6 4) • > 2 . II ~ 1) • > 6 . ( 2 j I 3l • :- I 0 

could repr~wnt ruhrr tht lubtracuon or tlw remamdn procrun Furth<ermore, the approa'h 

demands thiat tht system bt able to genrralue from exampla. noc always an euy task.~ for 

ms:anc:e. 11 " nO! amnwchately obvaous that 

(2~)-·4. (~6)-·6. 01)->7. (1421)•>42 

denotes a least-comrnon-multlplr prog•am Moreover, the gmerahlauon task. IS redundant· r;,r 

system u tr)·ang to guess a rel<t!lon that the ulltl' knows p~rfectly well, but IS unat>le to exprns 

dtrt!'Ctly an thu notation. 

• Sa'lllf'lt l'xuutitm trous In thn appt<>ach. lM 11Wr provtcln a detadrt trace of the 

performance of the dnared program oo IIJfM typlul mputs. (.>«, 'i·· Btermann and 

Krtshnuwamy (I 9'761) Thus. th~ traa 

( 12 !8) -· 16 12) ... \0 6) .. 6 

and £Cates th.! Euclid ·an aJcorttha'YI for rne f"l fur;taon Here. etw poulblhrws nr amb~pny and 

the buaden nn the system a,-., red~. but the user lumwlf as requar«t to dntcft the aptthm 

to be ernployt>d 

• Prtlltc&tt-iofic lC"fUl'· Tim 11 a du'tCt dacendmr of t~ theanm--provlnc approed •. 

The ~prc•facatii11U for the program :oare exprnwd u rnoluHon-style daull!l; the system then 

transform' thne clauses 1nto :moctwr, equ1nlmt set of clauan. whtch can ~ retarded u the 

desared .,·-ogram. (~c:e. e.g, K.,wal•,ka [ 197t), Clark and S1dtel (1~':'11) We questiOn whethl'r 

the ct:ause f,')f'm hu the no'auona' flnibllsty to wrve u a auKabll spectftcauon tancuqe; for 

nample, many of U-e a;nJtrucu \-N u.e n our lf.l'.!CifKataoru would noc usually be pt!NI••~led in 

a prtdlcate-logic cla~ose. 

• ~:,nt~tszs , dlh4ff'"l· Human programmers produce their procrama by the succeulvt 

debuganc of nearly corrtet pi'CJiilml. h hu been propoMd rhu a synthats ay.-n v.AJid 

btnef'lt by lmitulnc this pi'O(IU. ln this way, .t cauki focua Ita acw.uon on ttK maln features 

or a problem, pottpon!ftC canUderatian of the detajll until llterwarda. Such tahntquta han 

been aprhed to the conatrucuon or rohOC plana (Suuman [lg7&]) and ~*tronk c&rcutta 

(Suuman [Je77)), for nampll, but not t,o tht lolut6on of mor., typkal praar~•nr.'l"l problema. 

~ s,.tlttsls "' culoo. il Ia unuaual for a Pr<ll'lmfi'Wr to canllrucc a pracra.,.. r~ Ita 

apectrtcations by a purely deducUve proceu; normally, ht ;.tternpt~ ~ :rr!1 ~h:uquea i:iitac:teei 
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from P" VIOUS .clllflons t-. s1m1IAr problftrls Thus, ht m1ght compute the 5tJUare root of a 

nuf1•b~r bv <~ bmuv-snrctl tf'Chn•r:;~r r"•ractf'd from a pr .. ·:~ous prognm to d1v1de two 

numb~rs Mro\t of thr work 0.1 thu <tpproach (t g. M ~nna u.d WAidlngl'r [ 19'7!!), Dershow1tz 

<tnd M illlllil [ 1977]. and Ulnch ilnd Moll [ 1977]) rf'quurs rh.• :. claw syntActic corrt'sponden.:e 

h., four.d bfotwf'f'fl lhf' s~lhcilllons for thl' two prognms, thiS corrnpondence th~ prov1dl's a 

tlil~u fm tran<tormmg thr prrv1ous prog111m ro solvt rht ntw probltm To~ more f'ffr:\:\ ve. 

rh .. ~ tf"':hmqut~ must~ strtntth~ to oAir.t AdVAnligt' of loowr s1m1lanun 

• -tutc>"'aU" (lro~tcl"'"'lll& h ha~ b~ ciA I~ (r g, S« lblter [ 1972]) thAI, for 1 ~omple~t 

pr ogr .trnmmg r Hk. 11 1S unrt'illhStl{ to f'Xpt'Ct tht' ustr to formulatr completr, correct 

spt"<lfiUI!Iom for tht ritmtd protram In Spt"<lfymg an ;urhnt-rtsrrvauon system, an ~r.umg 

systf'm. or " ~pilct'Craft-j(utdanct S)'Sitm, for l'Jtamp!.. wt arl' unhlr.tly to anteclpate the des1red 

bf'h<tv1or of tht systtm 1n nery poss1b!. s1tuat1on In 50fTM! systftTIS, the speclrlcilllons for the 

prognm ar~ formulA!~ gndually through An extmdf'd d1atogue between the uwr and the 

systf'm l.~f'f'. tg. Grf'tn [19'761 Barstow [19'771 SalzPr l't al [t9'nl or the surveJ of Heidorn 

( 1976]) The d1alogut 11 conunutd durmg the prCJiram-<orutructton p~ 10 that th~ user 

can r~sclvr any amb•cuuaes or lftCOflllltenoa the ayatem machr dilcoVPI' TypKally, these 

syJtmu anttrnpt to play thr I1W of an uptrt procrammer-<onsukant, and tMy r.nd to rely more 

on bualt-an knowl@dge ;han on dedUl.UYr p~ Sy admrnrnr natural lancUIC" u a 

communrcauoo vrhacle, automat• -prarramm•"l ayscenu avOid the MCIIUty ol apecifyinl 

programs rn illl artifiCial formalism; howtovrr tht>y add to ttl. problftn ol procram constructton 
thf' nO( anconSidrub;. dtffacuk~e~ 1:>1. natural-language und~andlng 

A ~Uf vey of varoous approethes lo ~IOMahc pt"~ra"' co,.truc:tK.., can be 
found on Beer11111'1n (1976}. 

~hnv of the techniques we have praented in thrs paper onn1 to mi;ld questau that have 
nO( bft.;, adequately answered. Sumt of these are ment1on..:· here. 

• Conditional-formation. We have antroduCf<i a caw analysis, and coruequently a conditional 

exprnston, when we railed In ar attempt to prove or disprove 110me condlt6on. Thla attempt. 
however, mily be sonwwhat Ume-f"or.sum•nc, u It Involves ~.:h1ustlng all the rules that m!:ht 

appiy io lhe C')OdtUon. a,.,~v:~. ttoere lll'e certaln lltuations In .-;hkh we can see In advance 
that tht thii!'Ortm-provlng tfft-n is door . ..d 10 liUiurc. For U;tJr~p~. !f we can find a tectttmate 
Input that will cauu thr cl'!ld~eioo to be true, and tnother that will cau• the condition to b 
falst, it il clear t"tl ''e 'an neltk~r prove nor dasp~on th" .:ondltioo. ':.s is possible to recognlle 
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10m! of the~ s1tuauons qu1tk.ly, thus avo1dmg the r Jense uf a pointleu theorem-proving 

rffrJrt? 

• Gener•llz•tlon. W~ for~ il genrrah7~ procedur~ whrn w~ dtscov~red that two subgoai; 

~~~~r~ an mstanc~ of a ·~what" mor~ gm~ral rxprruaon For all thr f'X&r:>p~ m thu pt.per, 

,h~ only genf'raluauons wr rrqutr~ mvolvtd replaung 1 constant by il vanable, or repliilcang 

onr onurr~m~ of ;a vt•aable by a ~ew vanable. ln IOCTA! CI.Je.". howev~. at •s neceua•y to 

repi~Cf 1 complex tt'rm by a n~w vanable On the Olhtr hand, 1f the spec1facat1ons fo& the new 

proc~ure ue too general. it may '.>e tmpoutble to construct a procram thlt satllfteS them 

What hmus shall wr ~on the e~ttent of grnrrahzatton wr prTmlt? 

• Terminetlon. In formang sample rrcurmf' programs. II as always poss1ble to tstabhsh 

tcormmatton b\ flndmg a w~ll-founded orcenng betwem tM anput of the ptogram an" th~ 

;.;rgu~ts to ats re'Cunan c.tlb. Mtthods for fandtng th11 w~l:-f ... nded ordenn& durang tile 

d~nv au011 proctsJ ha,·e bfti': dtscov~ed and amplementl'd 1n the OEDA LUS syurm Hownrr. 

w~ havr Sftfl that. to pron the mmanauon of systems of mutuah1 recun,,~ p~edu~ts. a< !S 

n~nsary to fand tcot·manataon functiOns that map all th~ anpt&'J an<i Uf'JrMnU ;nto a sangl.­

weU-fOUI\de.1 set. How are w to fmd ~hae mm1nauon functions and UM Ntahd we.:-fPI, . .,rl!d 

set dunna th~ synthoesu procts~? 

• llst-~~tenipulattng progr•••· We hue mtrodYCed t«hnec:: n for formenc programs that 

mantpulat~ di!l structurn In our examples. howevtr, tht onh Jata-&tructurt mampulatiDI"' we 

perform 1s th~ .au1pment of values to variables. The same ~~t.;ua can be apphtd In a 

straachtforward way to construct array-:nampulatanc progu .• ns. Can these t«hneques be 

t•xtended to d~velup procnma that chanr th~ 111\JCtUrt ol hSU. cnphs.. ~nd ocher complex data 

obJKts? TM an-plar.t lllt-rtveraanc Fr<lcram and the Sc:horr-Wure prb-r collectton 

ap1thm art prorrama w11h1n tl••• catqory 

• a .... utteneo.u goM8. TtM. techn.oua we develop for athlni"C mon! than one pal 

s•mukaJMCMuly P'""fJPOI'f' thai the tranuorma&IOII rules at our dupoaal ~r.n focus on only one 

pi at ll Umt, 10 that the UriOUS pis mull be IChW.\ted, and ptcMctlan caMMtonl ct.ded, in 

wp.-rat~ star•- Couldn't we dev• tranS:ormauon ru~ thal, whilt trytnc to acfo!aeve one 

conchUon. conskler what conditions have brn prucuted, and :lat other cmdtdonl have yet 10 

be achieved? Thus. a rule that wu about ro lntrodtKe an ~ llt~t kilO the 

propam m .. ht ch«k. whether 6t h permuted to chance the varlablir.. 

• lltrateeto eontroti. W • hnrt intrOdUCid atrallp controla to ~"""'"'~ tht ci.tntieln tr11 

from crowing unmanllftbly. In the dtrtntaon u.s con~ by the Dr.DALUS 1J1Cem, the 

untuccnaf'ul branchll at leuC ,.,_., plaullbll and wel1-moclYated attwmpta to solvt the 

praba.m. Will thll tniChanllm lUI bt ldtqUMI when WI t"":NUI the numMr of Nkt:~ from OM 

hundred to one thouund. or the li• of the rarpt p~am r.·om a few ...._ to a few pap? 
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• Efflcl•ncy. Th._. tPChmquPs wp havt tncroduced art ;10t concnn\!d wlih tht pffjclency of tht 

prograrm thty product Howt'vtr, 1f progrilm-synthtsls methods art t'Vn to beccmw P• acttcal, 

thq must :ak!' effac1e-ncy conside:rataons mto account Tt u IS not to say that a synthesll system 

"nil npftj to ~rform a mathem&Ucal analySIS of the program bt>tng coost;uc,!d; It woukt sdiltt 

to i111(i crudt' ,ommatPs of lht runnmg tlmt' to guadP thP dll!rivi).tlon (cf W~rht qrf76l Kant 

[ 1977]) 

• SJ-eceti,ationa. The only $pC<Ifautao1s "'"hue illlowed descnbt' tht' rt'lationsh1ps t•t.t·v~:a 

tht' P";:>PCtPd mput and tht dn1rfd ou• ,, of tht program to t-.P constructed. Such ·input­

output spPCIIIC.li'IOm • art' 1nadequatt dtsertl>e certam clusn of progr;;.rou. In puucular, m 

~pt'Cifyaag, say. ar a1dane-r~rvaur syste-m or an OfWTlllrtg sys.tf'm, whKh are ne-vttt intended 

to tt'rrninate. 1• 1s nPCtuary to ,. ,JTt'SS rtlatlonsh•p• b~~ the tnputs It acce-pu and the; 

ouiF•Jts 11 products at hl'tr~ .e s.t~s In the computation. Can the- technique-s wro have­

u~ w1• h anput-ootpur >p«thcauons bf' extended to allow the construchm of ·uch 

·conunu~siy ~raung progrMU?" 

Wt would hke to acknowll!dr the value of our d1scuutons with Nachum Denhowltl, and to 

thi.nk M tke Wtlbn for help tro the use at the QJ..!SP procrunmmg IJitem. Don Sumeh~ gave 

comment~ on the manuscnpt. 

Earlier versaons of secuons of tt'l•s pap'!' have been p1"Uented at the- Spnpmium on 

Art1fK1ai lnteltarna- and Procranvmn& Lmcuasa. R.oc~r. NY (Aupst 1977) and thee Flrth 

lnternauonal J.,.nt Conf~ an Artifk.lillllntellipnce. Carnbndr. MA (Auplt 1''7'7). 
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