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Artiflcial lmelhgence: Cognition as Computation!

Avron Barr

,.;

The a~ility and compulsion to know are as characteristicof our human nature as are our physical posture

and our languages. Knowledge and intelligence.as scientific concepts. are used to describe how an organism's

experience appears to mediate its behavior, This report discusses the relation between artificial intelligence

(AI) research in computer scienceand the approaches of other disciplinesthat study the nature of il"telligence.

cognition, and mind. The state of AI lifter 2S years of work In the field is reviewed.as are the viewsof its

practitionersabout its relation to cognate disciplines. The report concludes with a discussion of some possible

effects on our scientific work of emerging commercial applications of AI technology, that is. machines Ibat

can know and can take pan in human cognitiveactivities. ,-'

Artificial Intelligence

AniflCial intclligence is the pan of computer science concerned with creating and studying computer

programs that exhibit behavioral characteristics we identify as intelligent in hum;.n behavior-knowing,

reasoni,,&. learning. problem solving, language ur.derstanding, and so on. Since the field's emergence in Che

mid-19SOs, AI researchers have developed dozens of programs and programming techniques lIlat support

some sort of "intelligcot" behavior. AllhooJp lhere are many attitudes expressed by researchers in the field.,

most of these people al'e motivated in their wort on inlClligent compuU programs by the thought Chal Ibis

work may lead to a n~ understandina of mind:

A. has also embraced Che larger scientifIC goal ofconstnJCling an infonnalion-proccssingtheory of
intelligence. If such a JC;~IC~ of ;n'~/!i~ncrcould be de\elopcd. it could SUidc the cksip or
inlCllilent machines as wc:lI as explicate intelligent behavior as it occurs in hullWlS and other
animals. (Nilsson. 198Q, p. 2)

lyo...... ill TArS., ofl~l.~.., "-au cdIIed br Frill MIcbIup lAd U.~ IIIlI pubUIhed..,
...Wiley IDCI SaM,NewYort.lm.
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Whether or not it leads to a better understanding of the mind, there is every evidence that current work

in AI willlcad to a new intelligent tfchn(/IClgy that may have dramatic effects on our society. Experimental AI

systems have already generated interest and enthusiasm in industry and arc being developed commercially.

These experimental~y!>icm~ include programsmat-

• solve some hard problems in chemistry. biology, geol"81. engineering, and medicine at human­
expert levels of performance;

• mampulatc robotic devices to perform some usefulsensory-motor tasks; and

• answerquestions posed in restricteddialectsof English(French, Japanese. etc.),

Useful 1\1 programs will pl. ;' an important part ill the evolution of the role of computers in our lives-a role

that has changed. in our lifetimes. from remote to commonplace and that. if current expectations about

computing cost and powerare correct. is like!} to evolve further from uscfulto essential.

The Origins ofArtificial Intelligence

Scicntific fields emerge as the concerns of scientistscongeal around variousphenomena. Sciences
arc nOI defined. theyarc recognized. (Newell. 1973a. p, 1)

The intellectual currents of the times help direct scientists to the study of certain phenomena. For the

evolution of AI. the two most important forces in the intellectual environment of the 19305 and 19405 were

mamematical Iogic; which had been under rapid development since the end of the 19th century. and new

ideas about computalion. The k,gical systems of Frcge, Whitehead and Russell. Tarski, and others showed

that some aspectsof reasoningcould be formahzed in a relatively simple framework:

The fundamental contribution was to demonstrate by example that the manipulation of symbols
(at least some manipulation of some symbols) could be described in terms of specific. concrece
processesquite as readily ascould the manipulation of pine boards in a carpenter shop.•.. Formal
logic. if it showed nothing else. showed that ideas-at least some ideas-could be represented by
symbols, and that these symbols could be altered in meanincful ways by precisely defined
processes. (Newell and Simon. 1912. p. 871)

Mathematical logic continues to be an active area of investigation in AI. in pan because aeneral-purpose.

Ioaico-dcductive systems have been successfully impl~ntc:d on computers. Outeven before the advent of

computers, the mathematical formallzation of logical rcasonina shaped people's conception of the relation

betweencomputation and iDtel1iaence.

Ideas about the nabJ~ of computation. due 10Church. Turina. andothers, provided the lint between dle

notionof fonnalil.alion o.f reasoning and thecomputinamacbines about to be invenltd. What w. essential in
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this work was the abstract conception of computation as symbol processing. The first computers were

numerical calculators that did not appear ttl embody much intelligence at all. BUl before these machines were

even designed. Church and Turing had seen that numbers were an inessential aspect of computation-they

werejust one wayof interpreting the internal states of the machine:

In their striving to handle symbols rigorouslyand objectively-as objccts-e-logictans became more
and more explicit in describing the processing system that was supposed to manipulate the
symbols. In 19'6. Alan Turing. an English logician. described the processor. now known as the
Turing machine. that is regarded as the culmination of this drive toward formalization, (Newell
and Simon, 1972. p, 878)

The model of a Turing machine contains within it the notions both of what can be computed and
of universal machines-computers that can do anything that can be done by any machine.
(Newell and Simon. 1976. p. 117)

Turing. who has been called the father of AI. not only invented a simple. universal. and nonnurnerical model

of computation but also argued directly for the possibility that computational mechanisms could behave in a

way ihat would beperceivedas intelligent:

Thought was still wholly intangible and ineffable until modem formal logic interpreted it as the
manipulation of formaltokens. And it seemed still to inhabit mainly the heal/en of Platonicideals.
or the equally obscurespacesof the human mind. until computers taught us how symbolscould be
processed by machines. A.M. Turing ... made his great contributions at the mid-century
crossroads of these developments that led from modern logIC to the computer. (Newell and
Simon, 1976. p. l2S)

As Allen Newell and Herbert Simon point out in the "Historical Epilogue" to their classic work Human

Probltm Solving (1972). there were other strong intellectualcurrents from several directions that converged in

the middle of this century in the people who founded the science of aniflcial intelligence. The concepts of

cybernetics ar.d self-organizing systems of Wiener. McCr;l1och. and others dealt with the macroscopic

behavior of "locally simple" systems. The cybernetkians influenced many fields because their thinking

spanned many fields, linking ideas about the workings of the nervous system with information theory and

control theory. aswellaswith logicand compur.ation. Their ideas were part of the zeitgeist., but in many cases

the cybcrncticians inRucnccd early workers in Al more directly-as their teachers.

What eventually connected these diverse ic!cas was. of course. die development of the computina

machines themselves, conceived by Babbageandguided in this century by Turing. von Neumann. andothers.

It was not 1008 after the machines became available that people bepn to try to write Pl'UlraDIS to IOIve

puzzles.playc:hesI. andtranslate texts from one 1an....e to another-the first AI PmpDIS.
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What was it about computers Lhat triggered the development of AI? Many ideas about computing

relevant to AI emerged in the early designs-ideas about memories and processors, about systems and

control, and about levels of languages and programs. But the single attribute of the new machines that

brougtit about the emergence of the new science was their inherent potential for cumplfXil)'. encouraging (in

several fields) the development of new and more direct w~ys of describing complex processes-in terms of

complicated data structures and procedures with hundreds of different steps:

Problem solving behaviors, even in the relatively well-structured task environments that we have
used in our research, have generally been regarded as highly complex torms of human
behavior-so complex that for a whole generation they were usually avoided in the psychological
laboratory in favor of behaviors that seemed to be simple.... The appearance of the modern
computer at the end of World War 1\ gave us and other researchers the courage to return to
complex cognitive performances as our source of data , . . a device capable of symbol­
manipulating behavior at levels of complexity and generality unprecedented for man-made
mechanisms, . , . 'Ibis was part of the general insight of cybernetics. delayed by ten years and
applied to discrete symbolic behavior rather than to continuous feedback systems. (Newell and
Simon, 1972,pp. 869-870)

Computers. Complexity, and Intelligence

As Pamela MrCorduck notes in her entenaining hisrorical study of AI Machines Who Think (1979), there

has been a longstanding connection between the idea of complex mechanical devices and intelligence.

Starlina with the filbulously intricate clocks and mechanical automata of past centuries, pcof'Jlc have made an

intuitive link between the campl"x;I>, of a machine's operation and some aspects of their own mental life.

Over the last few ccntu:ics, new lcchnolosies have resulted in a dramatic increase in the complexity we can

achieve in the things we build. Modem computer systems arc more complex by several orders of maanitude

than anythir.. humans have built before.

The firstwork on computers in this cehtUry focused on !he numerical computations that had previously

been performed collaboratively by teams of hundreds of clcrts. organized so Ihat each did ~ne Slnall

subc:alculation.and paSsed the mults on to the clerk at the next desk. Not lonl after the dramatic success of

the first digital computers with these elaborate calculations. people began to explore b! possibility of more

8enerally intellitent mechanical behavior-could machines play chess, prove theorems. or translate

Jaaauaaa? They could, but not very well. Thecomputer performs i~ calculations followina the stcp-by"SleP

intaructions it is aiven-the method must be specified ill tompItlt tltiGiI. Mosl computer scientists are

aJIICCrtlcd with dcsipina new alaorithms, newlanauaaes, andnewmachines forperformina tal lite solvinl
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equations and alphabctizinSlislS-laSts that people perfOI'M using methods they can explicate. Howeve.,

people cannot specify how they decide which move to make in a game of chess or how they determine that

two sentences"mean the same thiOl-"

The realization that the detailed steps of almost all intelligent human activity were unknown marked the

beginning of artifICial intelligenceas a separate part of computer science. AI researchers investigate different

kinds of computation. and different ways of describing computation. in an attempt not just to create

intelligent artifacts but also to und:rstand what inteltilence is. A basic tenet of AI is that human intellectual

capacity will best be described in the same terms as the ones researchers invent to describe their programs.

However. they are just beginning to learn enough about those programs to know how to describe them

scientifically-in terms (if concepts that illuminate their nature and differentiate among fundamental

categories. These ideas about computation have been developed in programs that perform many different

tasks, sometimes at the level of human performance. often at a much lower level. Most of these methods are

obviously not the sameasthe ones mar people use to perform the task!:-some ofthem might be.

The Status ofArtijiciallmellfgence

Many intelligent activities besides numerical calculation and information retrieval have been carried on

by pqrams. Many key~ts of thought-lite recosni7jns people's faces and reasoning by analogy-are

still puzz..'es: they are perfonncd '10 unconsciously b: people that adequate computational mechanisms have

not been postulated. Some of the successes. as well as some of the failures, have come as surprises. We will

list here some of the aspectS of intelligence investiaated in AI research ~nd try to give ,llt indication of the

scaae ofPr'OlfCII.

There isan important philosophiall point here dial willbesidestepped. Doina arithmetic or leaminl.the

capitals of all the countries of die world. for example. are c:enainly activities that indica'e intelliaeDcc in.

humans. The issue here is whether a computer system that can perform these laSt, can be said 10 knowor

IIl'1t1mh1nd anytllina. This point has been discusIcd at length (sec. e.g.. Searle. 1980. and appended

commentary) and will be avoided here by describinl die ~havion themselves as intelligent, without

c:ommitmeDl as to how to delcribcdie machines that produc:e Ihcm.

PrubIert • ."",. The ftna bia "SUQ:CDeS" in AI wm: pl'OlfllllS Ihat could solve puzzk:s andplay pmes.

Techniques such • Iookina ahead teYe1'1l IIIOVCS and dividina difficult problems into ea..... subproblems
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evolved. respectively, into the fundamental Alt«hniques of search and problem reduction. Today's programs

play championship-level checkers and backgammon. as well as very good chess. Another problem-solving

program. the one that does symbolic evaluation of mathematical functions. performs very well and is being

used widely by scientists and engineers. Some programs can even improve their own performance with

experience.

As discussed below, the open questions in this area involve abiJities that human players exhibit but

cannot articulate. such as the chess ma~(s ability to see the board configuration in terms of meaningful

patterns. Another basic open question involves the original conceptualization of a problem. called in AI the

choice ofproblem representation. Humans often solve a problem by finding a way of thinking about it that

mates the solution easy; AI programs. so far. must be told how to think about the problems they solve (i.e.,

the spacein which to search for thesolution).

Logica! reasoning. Closely related to problem and puzzle solving wasearly wort on logical deduction.

Programs weredevelopedthat could"prove" asscnions by manipulating a data base of facts, each represented

by discrete data-structures just as they are represented by formulas in mathematical logic. These methods,

unJike manyother Al techniques, could be shown to be completeand consistent That is, given a set of facts.

the prosrams theoretically could prove all theorems that followed from the facts, and only those theorems.

Logical reasoning has ~.n one of the most persistently investigalcd subareasof AI research. Of particular

interest are the problemsof finding ways of focusing on only the relevantfacts from a JaJ'8C data baseand of

keeping trackofthc justirlCations Ibr beliefs and updating themwhen newinfonnation arrives.

Prorramming. Although perhaps not an obviously imponant aspect of human cognition. programming

ilSelfis animportant area ofresean:h in AI. Wort in thisarea. called dfllomtI'k pfOgmmming. has invcstipted

systemS that can writecompurer prosrams froma variety of descriptions of their purpose. such asexamples of

input/output pairs. high-level IaftlUlle delcriptions. andeven EngJisII-1anguagc descriptions of algorithms.

Proaress has been limited to a few. fully wortcd-out examp1cs. Autom.1Uc-progralllming research may result

not only in semiautomated systems for software development but alsoin AI programs that learn (i.e.•modify

theirbehavior)by modifyilll theirown c:ode. Related wort in the d1cory of pf'OII'8lnS is fundamental roall AI

I'CIeIIdl.

1~. 1be domain oflaft8UI8C ,'nderstandina was also investipted by carly AI rcsearthersand his

CODSisfmdy attracted interat. Proanms bsve been writIeD Ihat retrieve information from a data ... in
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response to questions posed in English. that translate sentences from one language tu another. that follow

instructions or paraphrase statements given in English. and mat acquire knowledge by reading textual

material and building an internal dalJl base. Some programs have even achieved limited success in

intcrpreting instructions that are spoken into a microphone rather than typed into the computer. Although

these language systemsare not nearly so good as people are at any of these tasks, they are adequate for some

applications. Earlysuccesses with programsthat answeredsimple queries and followed simpledirections. and

earlyfailures at machine-translation auempts, have resulted in a sweeping change in the whole AI approach to

language. The principal memes of current language-understanding research arc the importance of vast

amountsof knowledge about me subject being discussed and the role of expectations. based on the subject

matter and the conversational situation. in interpreting sentences, The state of the art of practical language

programs is representedby useful"front ends" to a variety of softwaresystems, These programsaccept input

only in some restricted form; thC:I cannot handle some of me nuances of Englishgrammar and are useful for

interpreting sentences only withirl a relatively limited domain of discourse. Although there has been very

limitedsuccess at translating AI results in languageand speech-understanding programsinto ideasabout me

nature of human language processing. the realization of the importance in language understanding of

cltcnsive background knowledge. and of the contextual setting and intentions of the speakers. has changed

our notion of whatlanguageor a theory oflansuage might be.

Uoming. Ccnainly one of the most signifICant aspects of human intelligence is our ability to learn.

However. this is an example of copitive behavior that is so poorly understood mat very little progresshas

been made in accomplishiDi it in AI syr.tems. AlthOUgh there have been severalinteresting attempts at this.

includil1l PfOIrams Ibat learn from examples. fiom their own performance. or from advice from others. AI

systems do not exhibit noticeable leamina.

Robotics and"ision. Oce area of AI research that is receiving increasing auention involves programsthat

manipulate robot dc\'iccs. Research in this field has looted at everything from the optimal movement of

robot arms to methods of planning a sequence of actions to achieve a robot's pis. Some robots "see",

thl'Olllb a TV camera that transmilS an array of information bact to the computer. The processing of visual

inmnnation isanod\er very active.andverydifficult,area of AI research. Programshavebeen developed that

can ~copize objects andshadows in visual scenes. and even identify smalldlanges from one picture to lite

DCX!. fOr eumpIe. for aerial reconnaissance. The tnIe potencialof this~, however, is dull it deals with

QI1f/1titrl inteJUaences in perceivedandmanipulable cnvironmenlS similar to our own.
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Systems and languages. In addition to work directlyaimed at achiev:ng inlClligt''lce. Ih~ development of

new tools has always been an important aspect of AI research, Some of ':le most important contributions of

AllO the world of computing have been in the form of spin-offs. Computer-systems ideas like ume-sharing,

list processing, and interactive debugging were developed in the AI research environment. Specialized

programming languages and systems, with features designed to facilitate deduction. robot manipulation,

cognitive modeling,and so on, have often been rich sourcesof new ideas. Most recent among these has been

the many kuowledge-rcprcsentation languages. These are computer languages for encoding knowledge as

data structures and reasoningmethods as procedures. developed over the last five years to explore a varietyof

ideas about how to build reasoning programs. Terry Winograd's 1979 article "Beyond Programming

'Alnguages" discusses some of his ideas about the future of computing, inspired in pan by his researchon AI.

Expert systems Finally. the area of "expert," or "knowledge-based." systems has recently emerged as a

likely area for useful applications of AI techniques (Feigenbaum. 1977). Typically, the user interacts with an

expert system in a form of consultation dialogue, just as he (or she) would interact with a human expert in a

particular area: explaining his problem. performing suggested tests, and asking questions about proposed

solutions. Current experimental systems have performed very wen in consultation taSks like chemical and

geological data analysis, computer-system configuration. completion of income tax forms, and even medical

diagnosis. F.Jlpert systems can be viewed as intennediaries between human experts, who interact with the

SystetJ"5 in IcflOw1M,t-~qui5it;Jn mode. and human users, who interact with the systemsin consullatio" mode.

Funhermore. much n:search in this area of AI has focused on providing these systems with the ability to

explain their reasoning, both to make the consulwion morc acceplable to the user and to help the human

expert locatethe cause oferrors in the system's reasoningwhen they occur.

Because its imminent commercial applications are indicative of important chanaes in the field. much of

the ensuing discussion of the role of AI in the study of mind will refer to the expert-systems researdt. That

these systems .

• "represent" vastamounts orknowlcd&cobtained from hllmanexpertS,

• are uted as 10013 to solvedifficult problems using this knowledle.

• can be viewed as inl~rm«litlrits between human problem oven.

• must ~xplai" their ..thou&ht PI'OCC8CS" in tmns that people can undcnt.aDd. ad

• are wonha lot. of ntOIIq to people willi realproblems
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are chcessential points chat willbe uuc of al1 of 1\I someday, in fact, of computers in general. and willchange

the role that AI researchplays in the scientirtc study ofthoughL

Optn probltmJ. Although there have been much activityand progress in the 2S-yearhistory of AI, some

very central aspects of cognition have not yet been achieved by computer programs. Our abilities to reason

about others' beliefS. to know the limits of our knowledge. to visualize things. to be "reminded" of relevant

events, to learn. to reason b)l analogy. and to make plausible inferences, realize when they are wrong, and

know how to recover from them arc not at all understood.

It is a fact that these and manyother jimdamenlal cognitivecapabilitiesmay remain problematic for some

time. But it is also a fact that computer programs have successfully achieved a level of performance on a

ranse or "intelligent" behaviors unmatched by anything other than the human brain. AI's failure to provide

some seemingly simple cognitive capabilities in computer programs becomes, in the view of AI to be

presented in this paper, pan ohhe set of phenomena to be explained by the newscience.

AI and the Study of Mind

AI research in problem solving, language processing, and so fonh has produced some impressive and

useful computer systems. It has also innuenced., and been innuenced by, research in many other fields.

What. then. is the relation belwecn AI and the other disciplines that Sludy the various aspects of mind., for

example, psychology, linguistics, philosophy. and sociology?

AI ccnainly has a unique method-designing and testing computer programs-and a unique

pl-making those programs seem inlelligenL It has been argued from lime to time that these attributes

make Al independent of theother disciplines:

ArtiflCiallntelliaence was an attempl to build intelligent rr!"ChlOcs without any prejudice toward
mat log thesystem simple. bioloJical.or humanoid. (Minsty. 1968. p.1)

Rutone does not SWt fromscratchin building the firstprogram10 accomplish some intelligentbehavior; dle

ideasaboul t.ow lhat program is lo workmust come from somewhere. Furthermore, most AI rcscan:hers~

interesled in understandinS the human mind and activelyseck hints about ilS nature in their experiments with

The infCrCSt within AI in the n:sutts and open problems of otbcrdisciplines has been fully reciprocated

by interest in and app1~tion of AI researdl activity among rcscan:hers in other fields. .Many experimealal
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and theoretical insights in psychology and linguistics. at least, have been sparted by AI techniques and results,

Furthermore. this flow is likely to increase dramatically in the future; its source is the variety of new

phenomena displayed by Al systems-lhe number. quality. utility. and level of activity of which will soon

dramatically increase, Rut first let us examine what kind of interactions have taken place between AI and the

other disciplines.

Tire Language ofComputation

As we defined it at the outset. "I is a branch of computer science, Its practitioners are trained in the

varioussubficlds of computer science: fonnal computing theory, algorithm design, hardware and operating-

systems architecture. programming languages, and programming, The study of each of these subareas has

produced a language of its own. indicating our understanding of the important known phenomena of

computing. The underlying assumption of our research is that this language (which involves concepts like

process. procedure. interpreter. bottom-up ana top-down processing. object-oriented programming. and

trigger) and the experience with computation that it embodies will. in turn. assist us in undemanding the

various phenomena of mind.

Before we go on to discuss the utility of these computational concepts, it should be stilted that, in fact. our

understanding of computation icsclf is quite limited, Von Neumann (1958) dreamed of an "information

theory" of the nature ofthinkill8:

The body of experience which has grown up around the planning. evaluating. and coding of
complicated logical and mathematical automala will be the focus of much of this information
theory.... It would be vCry satisfactory if one could calk aboer a "theory" of such automata.
Regrettably. what at this moment exists-and to what I must appeal-1;an as yet be described only
as an imperfectly articulated and hardly formalized "body ofexperience." (p. 2)

And ten years later. in their superb treatise on pereeptronlise automata, Minsky and Papert (1969)lament:

We know shamefully little about our computers and their computauons, , .. We know very lillIe.
for instance. about how much com:>ucaliona job should require.... The immaturity shown by our
inability to answer questions of this kind is exhibited even in the language used to fonnulate the
questions. Word pairs such as "parallel" V5. "serial," "local" vs. "global," and "digital" vs,
"analog" are used as if they referred to well-defined technical concepts. Even when this is true,
the technical meaning varies from user to user and context to context. Out usually they are treated
so loosely that the species of computing machine defined by them belongs to mymology rather
than science. (pp. 1-2)

There is still no adequate theory or compulalion for undel'Slandina the nature and scope of symbolic

proc:eacs. but there is rapidly accumulatiDa experience with computation of all sons-uscful new conceptS

emerae continually.
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The Computational Metaphor

The discipline most closely related to AI is cognitive psychology. These two disciplines deal primarily

wilh the same kinds of bchavlors-e-pcrccption. memory, problem solving. And they arc siblings: Modem

cognitive psychology emerged from its behavior-oriented precursors in conjunction with the rise of AI. That

there might be a relation between the new field of AI and the traditional interests of psychologists was evident

from the beginning:

Our fundamental concern was to discover whether the cybcrncuc ideas have any relevance for
psychology. '(be men who have pioneered in this area have been remarkably innocent of
psychology... , There must be some way to phrase the new ideas so thill they can contribute to and
profit from the science of behavior that ps)'chologists have created. (Miller. Galantcr, and
Pribram, 1960. p. 3)

What in fact happened was that lhe existence of computing served <IS an inspiration to traditional

psychologists to begin to theorize in terms of internal. cognitive mechanisms. Usc of the concepts of

computation as metaphors for the processes of the mind strongly innueneed the form of modern theories of

cognitive psychology-for example. theories expressed in terms of memories and retrieval processes:

Computers accept information. manipulate symbols. store items in "memory" and retrieve them
again, classify inputs. recognize patterns. and so on. Whether lhe)' do these things just like people
was less important than that they do them at all. The coming of the computer provided a
much-needed reassurance that cognitive processes were real. (Neisser. 1976. p. S)

The metaphorical use of the language of computation in describing mental processes was found to be. at

least for a time. quite fertile ground for sprouting psychological theories.

During a period of concept formanon. we must be well aware of the metaphorical nature or our
concepts. However. during a period in which the concepts can accommodate most of our
questions about a given subjcct mauer, we can afford to ignore their metaphorical origins and
confuse our description ofreality with that reality. (Arbib. 1972, p. 11)

When pioneering work by Newell Shaw. and Simon and by other research e,roups showed that

"programming up" the.ir intuitions aOOuthow humans solve puzzles, tind theorems. and so on W:lS a'tkquate

to get impressivc results. the link between the saudi of human problem-solving and AI research was firmly

CS(ablished.

Consider, for example. computer propams that play chess. Current programs arc quite proflcient--the

best experimental systems play at Ihehuman "expert" level. but not as well as !'Iuman chess "masters." The

prosrams work by SC3rching through a space of possible moves, that is. considering the alternative moves and

their conscqucnc:es several steps ahead in the pine. just as human players do. These programs. even some of
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the earliest versions. could search through thousands of moves in the time it takt'S huma.i pla~ers to consider

only a dozen or so altcrnatlves, The theory of optimal search. developed as a mathematical formalism

(paralleling. as a matter of fact, much of the work on optimal decision theory in operations research)

constitutes some of the core ideas of AI.

The reason that computers cannot beat the best human players is that looking ahead is not alltnerc is to

chess. Since there arc too many possible moves to search exhaustively, even lin the fastest imaginable

computers, alternative moves (board positions) must be ~WllualM without knowing for sure which move will

\cad 10 a winning game. and this is one of those skills that human chess experts cannot make explicit.

Pliychological studies have shown that chess masters have learned to SH thousands of meaningful

cor.flgurauons of pieces when the} luok al chess positions. which presumably helps them decide lin the best

move, but no one has yet suggested huw to design a computer program that can idenlify these configurauons,

For the lade of theory or intuitions about human perception and learning. AI progress on computer chess

has virtually stopped, but it is quite possible that new insiahlS into a very general problem were gained. The

computer programs had pointed up. more c1earl~ than ever. what would be useful for a cognitive s~stem to

learn to sec. It takes many years for chess experts to develop their expertise-their ability 10"understand" the

game in terms of such concepts and patterns that the~ cannex explain casil~. if at all. The general problem j,

ofcourse, 10 determine what it is about our experience that we appl~ to future problem solving: What kind of

Icnow/~dg~do we glean from our experience? The work on chess indicated some of the demands that would

be placed onthis tnowJedae.

LangUQge Trans/aI/on andLinguisllcs

Ideas about &ctting computers 10 deal in some useful way willi the human lansuaaes. called MnalU~"

lanauccsby computer scicntist.~were conceivedbefeft anymachineswereever builL TIle til'S( line of aWlCk

was to try 10 usc larae. bi1in~ dictionaries sto~ in the computers 10 translate sentences from one lanauaae

IUanodtcr (Dan and Fepbaum. 1981. pp. 2)3-238). The machine wuuld kJOt up the tr.anslation of the

words in the oriainal sentence. figure out the "mcanina' or the ~nttnce (perhaps expressed in some

;""rlinJlMl}. and produce. syntaeticdy comet version in die tafJCt .......

It did not wed. k bc:amc IIJPIRIIt early on chat proccssi"l laftlUlle in any I*ftJt way involved

IIIttInJMntIi. which in IUm involved. peal deal of'know1cdle about !he~in ract. it could be arpKd
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that the more one "knows." the more one "understands" each sentence one reads. And the level of world

knowlcdsc needed for any u~fu/lanauaae'processing is much higher than our original intuitions kd us til

ellpCICL

There has been a serious debate about whether AI wurt in computational linguistics has enlightened us

at all about the nature of language (sec Dresher and Hornstein. 197b. and the replies by Winograd, 1977,,\Ild

Schank and Wilen!!ky. 1977). The position taken by AI researchers is that if 11m goal in linguistics is to

include undersaanding sentences like Do )VU IuJvt th« "me'! and ",e'/I have dinner after the kids wash their

hal'. which involve the tolal relationship between the speakers. t'len there is much more to it than the

syntactic arrangement of words with well-defined meanings-that although the study in linguistics of the

systematic regularities within and between natural languages is an important key to the nature of language

and the workings of d>e mind, it is only a small pan of 'he problem of building a uSRju/language processor

and. therefore, only a small pan ofan adequate undemanding oflcmguagc (Schank and Abelson. 1977):

For both people and machines. each in their own way, there is a serious problem in common of
makina sense out of what they hear. see. or are told about the world. The conceptual apparatus
nc:assary to performeven a partial feat of understanding is formidable and fascinating. (p, 2)

Linguists have almost totally ilnorcd the question of how human understanding worts.... It has
nevenhcless been consistently reprdOO as imponant rhat computers deal well with natural
Ianauaae.•. , None of these hip-soundina things are possible, of course. unless the computer
really 'understands' tile inpul And that is the theoretical signifICance of these practical
questions-to solve them requiresno 1ess than articulating the detailed nature of 'undcrstandina',
If we understood how a human understands. then we might know how to make a computer
understand. and vice versa. (p. 8)

This idea thatbuildina AI systems requires the articulation of the detailed nature of undersaandina. that

is, that implcmentina a thcol')' in a computfr pfOInm requires one co "wort out" one's fuuy ideas and

concc:pIS, has been sugcstcd. a majorconlribution of AI research (Schank and Abelson. 1977):

Whenever an AI resean:hcr feels he undcnaands the prottSS he is Iheori1.ing about in cnouah
detail. he then bcIins to prosram it to find out where he was incomplete or wrong. . . . 'I'M time
betw«n the COOiplction of Ihc theory and Ihccompletion tlf the program thai emhudk.'S the lhcol')'
is usually cnremely 10"" (p. 10)

And Newell (1910). in a Ihorouah dilcussion or eight possible ways one might view the relation of AI 10

ps,choloty....... that buildina propams "forcespsYC:hoIo&isIs to become operational, that is. to avoid the

ftazzins orlllilll men&alislic tams- (p, ]65).

een.ialy theori&inal conception ollhe machine-lranSlation cf1On. although it was intuitively Il:IIIib1e.
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fell far shon of whac would be required to enable a machine 10 handle tanguagc, indicilting it limited

conception of whilt languaae is. h is in the broadening of chis concepcion thaI AI lias contributed most to the

study nf language eSchank and Abelson, 1977, p.9). Thus. AI can show. as in the examples of chess and

language understanding. chat intuitive notions and assumptions ..bout mental processes just do not work.

Funhermore. analping the behavior of AI programs implemented on the basis of existing. inadequate

concepts can offer hinlS on how the concepts of tt.e theory affect the success of its application.

Scientific Languages and Theory Formation

Lawrence Miller. in a 1978 arucie that reviews the dialogue between psychologists and ". researchers

about "I's contribution In the understanding of mind. concludes 1lat

the cruics of AI believe that it is easy to construct plausible psychological theories: the dillkult
task is demonstrating that these theories arc true. The advocates of A' believe that it is ditTK.:ult to
construct adequate psychological theories: but once such a theory has been constructed. it may be
relath dy simple to demonstrate that it is true. (p. 113)

And Schank and Abelson (1977) qree:

We are not oriented toward finding out which pieces of our theory are quantifiable and tL'Slahlc in
isolation. We feel that such questions can wait. First we need to know if we have a viable th~ry.

(p.21)

JuSl as AI muSl consider the same issues chat psycho!oBY and linluislics addrns. other~t5 ofknow~

dealt with by other traditional disciplines mUSl also be considered. For example. current ideas in AI about

tinkina computing machines into coherent systems or cooperative problem-solvers forces us to consider the

socioqical aspectsof knowi"l- A fundamental problem in AI is cummunication amon(l many individual

units, exit of which Mknows" some dtinp n:lcvant to some problems as welt as somcthina about the other

uni1$. The form of the communication between units. the orpni7.ational struCture of the complex, and the

nature of the individuals' tnowled&e ofeach other are all questions tbal must find some enginecrina solution

ifthc apparent power of"d~butcdprocc:Bna" is to berealized.

'1'hec issues have been studied in other dkciplincs. albeit from very different perspectives and with

different pis and methods. We caD view the different control IChancs proposed for interprotCll

communication. for example. as attcrnptS to desilft soda! S}'SImuof tnowled,cable entities. Our intuitions.

once apin, form the specifications for dle first systems. Reid G. Smith (1978) has proposed a eo'''t«1 .,

where the individutll entities IWIOlial~ Ihcir roles in auackinl the problem. via requests for ~nce ftom
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ocher processors. proposals for help in reply. and contraclS indicating agreement til delegate pan of the

problem to anochcr processor: and Kornfeld and Hewitt (\981) have developed a model explicitl~ based lin

problem solving in the scicntiflC community. Only after wc have been ••blc to build manv systems based on

such models will webeable to identify the key faclors in the design of sud' systems.

There is anolher kind ohludy of the mind. conducted by scicnnsts who Sl'1.'1l. 10 understand the workings

of the brain. The brain as a mechanism has been associ,lIcd wilh computing machines s-ncc their invention

and has punled computer scienliSlS greatly:

We know the basic acuvc organs of the nervous S~SI~'1l\ (the nerve cells). There is CH:r} reason to
believe chala very L1rge-capacity memory isassociated with this S)SICOl. We do most emphatically
nol know what Iype of physical enlit;es arc the basic components for the memory in question.
(von IIt'tumann. 19S8. p. 68)

If research on AI produces a language fur dcscnbing what a computational system is doing. in terms (If

processes, memories. rnessaacs. and so forth. then that language may very well be the one in which the

function of the neural mechanismsshould be described (loenat. 1981; Tonia. 1982). And. as Herbert Simon

(1910)poinlSout., this functionality may be shared by nature's other brand of computing device. DNA:

It miaht have been necessary a decade ., to al'lUC fur the commonality of the information
processes thai are employed by such disparall' systemsas compuiers and human nervous systems.
The evidence for that commonality is now overwhelming. and the remaining questions about the
boundaries of cocnilive science have II'<n 10 do with whether there also exist nontrivial
commonalities with information processing in genetic systems than y ilh whether men and
machines both think. (p. 45)

One more cxampleor the ovcN., or concerns bctwec:n AI and the ret..11Cd disciplines is the rollowing.

Mati. it possible for an individual 10 know somtIhilll aboul what another knows. without actually knowing

it. involves dcRnilll the nalll" of what is known ellewhcre: who the expens are on what kinds or problems

andwhat they millu tnow thaI could be useful This relates directly to the cateaorization uf knowledgethat

is the~ or library science. Inslead of dealina with cateaories according 10 which stalic boots will be

flied. however. AImUSl c:onsider the dyfrcmrkaspcclS ofS)'SlCRlS that knowand leam.

T'he reIItion.lhen.. belween AI and disciplines lite PSyciloluii'. linguktics, sociokl8Y. brain science. and

libary ICience is I complex OM. Certainlyour current understandina of the phenomena dealt with by li",~

dilciplinct--c:idoa. pen:epdon, memory. 1aJtIuIae. soc:ial systemS, and catcaories of lnowlcd&e-has

pIOVicIed the intuitions andmodels on which Ihe fint AI pqrams were buill And. as has happened in

psydIoIop lind linauistics. lhae fint systems may. in tum. show US new aspects of the phenomena that we
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have not considered in studying lheir natural occurrence. Rut. most imponanl, me developmcnt of AI

s~ems. of USi'/U1 computer IOOIs for knowledge-oriented tasks, will expose us to many new phenomena and

varialions thaI will force us to increase: our IIndcrstandina.

The Practice or AI

AI. and computer science in general, empl()y~ a unique method among the disciplines involved in

advancingour understdnding of cognilJon-building computers and programs. and observing and lrying to

elplain patterns in the behavior of these systems, The programs arc the phenomena (0 be studied (Newell.

1981):

Conceptual advances occur by (scientifICally) uncontrolled experiments in our own style of
computing. , .. The solution lies in more pral.:tice and more auention to what emergl.'S (hert as
prap1atically successful. (p. 4)

Observingour own practice-that is. ~ing what the computer implicitly lenS us about the nature
of intelligence CIS we struggle to synthcsilc inlelliscnt s)'SlCIIls-is a fundamental source of
scientifIC know1cdJe for us. (p. 19)

Thus, AI is one of the"sciencesof the aniflc:ial.·· as Herbert Simon ( (969) has defined them in an influential.

paper. Halfof me job is dcsignina systems50 that their performance \/m be intemting. There is a valuable

heuristic in acncrating tMse designs: TIle systems that we are naturally inclined to want to build arc thole

that willbe IA$tJiAI in QflI'MYironmnrl. Ourenvironment willshape dlcm. as it shap(!d us. AsSimon described

the development oflimc-sharing systems:

Most actual designs have turned out initially to c:lhibit serious deficiencies. and II'IClSt pn:dictionl
ofpnf'ormance have: been stanJinaly inaccurate. Under Ihf:se circumstanccs"lM main route open
10 the dev,~topment and improvement of time-shan", sytlo:ms is 10 build Chern and tee how _
behave. (p.21)

The G~"us o/Symbol Manipulalon

Newell and Simon's p5ychololically phrased idea of"obsc:rvil\& the behavior ofPfOll'lll'S" follows from

their pioneering research Pl'OIraIn in what they have called informalion pmccssina psychology. Newelland

Simon developed. in the early years of dtis enterprise. some of &he fint compuaer pnlIramJ 1haI showed

reasonilll capabilitits. This R:SeaId\ on chc:ss-playina. Iheomn-provina. andprobkm-solviDa proenmI ...

undertaken asan explicit attempt 10model thec:orrcspondina human behavion. ButNewdt andSimon ....

the stron& p~tion that IheIe PllJIraIRS were not to sene: simplyas meuphors forhuman Ihouaht bul were

1hcmIc:1Yes 1bc:orics. In fact. Ibey uaued 1bat Prollrams were (he natural vehicle for npreIIina dIcorieI it

pqddau:
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An "h~ract concept of an infonnation processing system has emerged wilh the development of the
digital computers. In fact. a whole array of different absuuct concepts has developed, as scienusts
have sought to capture the essence of the new tcchnology in different ways.... With a model of an
mfnrmauon processing system. it becomes meaningful to try til represent in some detail a
parucular man ilt work on a particular task. Such a representation is not metaphor. but J precise
symholic model on the basis of which pertinent specifIC asroxts of the man's prohlcm solving
behavior can be cakulatcd. (Newell and Simon. 1972. p. S)

Taking the view that artifkial intelligence is theoretical psychology. simulation (the running of a
program purporting to represent some human behavior] is simf'\)' the cakulation of the
consequences of a psychological theory. (Newell. 1973a. p. 47)

,\ framework comprehensive enough to encourage and permit It. alins is offered. Sll Ihat not only
answers, but qucsuons, criteria of evidence. and relevance all become affected, (Newell. 1973a.
p.S9)

Newell and Simon. in their view that computer programs arc a vehicle fur expressing psychologicul

theories rather than just serving as a metaphor for mental processes. were already L'lking ,l srrong pno;ilion

relauve to even the new breed of cognitive psychologiilS who were Lilting in terms of computcrlikc mental

mechanisms. As Paul R. Cohen (1982) pUIS it.. in his review of AI wflrk 011 models ofcognition:

We should note that we have presented the strongest version of the mformauon-processing
approach. that advocated by Newell and Simon. Their posuion is so strong that it defines
information-processing psychology almust hy exclusion. It is the field that uses methods alien to
cognitive psycholClgy to explore questions alien to AI. This is an exaggeration. hut il serves to
illustrate why there are thousands ofc08nitive psychologists. and hundreds of AI researchers, and
very few information'pJ'(J(t'SSing psychologists. (p. 1)

However. Newell and Simon did not stop lhere. A further development in their thinking identified brains

and computers as two species of~ genus of plryskal symbol S)'Slnn~the kind of system that. they argue.

muSiunderlie any intelligent behavior.

At~ root of intelligence are symbok. with their denotative power and their S\lsceptibility to
manipulation. And symbols can be manufactured of almost anything that can be arranged and
patterned and combined. Intelligence is mind implemented by any pauernable kind of m=-tter.
(Simon. 1980. p. 35)

A physical symbol system has the necessary and !lllfTlCienl means for general intelligent action.
(Newell and Sim(Jlt. 1976. p. 116)

Information processing psychol08Y i$ C()ocernl:d essential!) with whether a successful theory of
human bchaviorcan be found within Ihc domam oI"symbolic syslem~ (Newell. 1970. p. 372)

The basic point of view inhabitinl oer wort has been thar prosramlnl'd computer and human
problem solver arc both speciesbclonlinllO Iht~ J('nus IPS. (Newell and Simon. 1972. p. 869)
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It is this view of computers-c-as s~ems that share a common. underlying suucture with the human

intdligence sYSlcm-thal promotes the behavioral view of AI computer research. Although these machines

are not limited by the rules (.( development of their natural counterpart. they will be shaped in their

development by the same natur;llconstraints responsiblefor the formof intelligence in nature.

The Flight Metaphor

The question of whether machines could think wa!' certainly an issue in the early days of 1\1 research,

although dismissed rather summarilyby those whosi' '.p'~a lite emefl:n&science:

To ask whether these computers can think iI:!'I~UOUS. In the naiverealisticscnil." of the term. it
is people who think. and not either brains o· . :.tehilles. If. however, we pcrmn ourselves the
ellipsis of referring to the operation of the brain as "thinting." then. of course, our computers
··thint:· CMl-Culloch. 1964. p. 368)

A:1drcssing fundamental issueslike this one in their early writing, several researcherssuucstcd a parallel with

the study of night, considerin8 cognition as another natural phenomenon that could eventually be echieved

bymachina:

Today. despite our ignorance. wecan point to that biological milestonc. the thinking brain. in the
same spirit as the scientistsmany hundreds of years ago pointed 10the bird as a demonstration in
nature that mechanismsheavier than air could fly. (fciaenbaum and Feldman. 1961.p. 8)

11 is in~tive to pursue this (1f\3lo&y a bit fanher. Flight., IS a wayof dealing with thecontingencies of

t"'~ r-nvimnrncnt, tates many forms-from soarinl eaaJes to hoverina humminlbirds. If we start to study

nilllt by cuminin, its forms i., natUre. our initial understanding of what we are studyin, mipt involve IeI1IlS

like feathers. wings, weilht-lo-wing-siLc mtios, and probab1y wins-flapping, 100. This is the kut&JIGI~ we

lqin to develop-identifyi.. regularities and makin, distinctions amona the phenomena. But whenwestart

to build flyina anifllCU our undentandina c:hanaes irillnedialely:

Consider how people came to understand howbirdl fly. Certainly we observed birds. Butmainly
10 rccoani7-c certain phenomena. Real understandi.. of bird fli,1tJ came fmeh understandina
jli,,#II: not birds. (Papert. 1912. pp. 1-2)

Even if we rail a hundred times at buildilll a machine that flies by Rappina its wings.we learn from every

attempt. And eventually weabandon some of die asaunptjons implicit in our definition of die phenomena

under llUdy and realize that ftiahtdof!s not require willi movClDCftt or Men wi.
In'dli.mt behavior on !he part of a machine no moR implies ccmpldc functional equivaleDte
bc.'tweeft machine and bl'llin ...... ftyilll by an airplant implies compk:tc fUnctiotIaI equivalence
between planeand bird. (Armer. 1963. p. 391)
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P.very new design brings new data about what worts and what docs not, and dues as to why. Every new

contraption tries somc different tkJig" Q/I~rfIQ'ivt in lhe space defined by our theory lan~uage. And every

auempt clarifies our understanding of what it means to fly.

Out there is more to lhe sc!ences of lhe arufkial than defining me "true nature" of natural phenomena,

The exploration of the artifacts themselves, the stiff-winged flying machines. because they are uwful to

society. wilt naturally extend the exploration of the various points of interface between mc technology and

society. Whilc nature's exploration of the possibilities is limited by its mutation mechanism, humar: inventors

wilt vary every parameter lhey can think of to produce cffects that might he useful-e-cxploring the constraints

on the desi5n of their machines from every angle. '(be spece of "night" phenomena wilt be populated by

examples that nature has not had a chance to try.

Exploringthe Spaceo/Cognitive Phenomelltl

This araument, that the utility of intelligent machines wi!! drive lhe cxploration of their cap.1bitities.

SUllests that lhe d..velopment of AI technology hasbegun an exploration of cognitive phenomena that will

involve aspects of cognition that are not casy to study in nawre. In fact, as with the study of flight, AI will

aI10w us to sec natural intelligence as a limited capability. in terms of the tksign lrad~offi made in the

evolution of biological cognition:

Computer science is an empirical discipline. , . , Each new machine that is built is an cxperiment.
.. , F.ach new program that is built is an experiment. It poses a question to nature. and its behavior
offers clues to an answer, ... We build computers and programs for many reasons. We build them
to servc society and as tools for carrying out lhe economic tasts of society. Out as basic scicntisls
we build machines and programs as a way of discovering ~w phenomena and analyzina
phenomena we already know about. ... The phenomena surrounding computers are c!ccp and
obs:urc. requiring milch experimentation to assess their nablre. (Ncwell and Simon. 1976. p. 114)

For what will AI systemS be useful? How will they be involved in the economic lasts of society? It has

mlainly been araued that this point is one that distinluishes biolosical systems from machines (Norman.

1910):

The human is a physical symbol system. yes. with a component of pure cognition describable by
mechanisrm.. •.. But the human is more: The human is an animate oraanism, with a biololical
basis andan evolutionary and cultural history. Moreover. thehuman is a social animal. inrenctina
with odten. with the environment. and with itself. The core d~iplincs ofcoaniuV('! sciencehave
tended to ianore these aspectS ofbehavior. (pp.2-4)

1'be difference between naaural and anUicial devices is not simply that lhcy arc construe1ed of
difrerent 1bIft, lheirbIIic functions differ. Humans survive. (po 10)
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Tools evolve and survive according to their utility to the people who use them. Eithcr the users f:nd better

tools or their competitors find them. This process will r.cnainly contim:c with the developmcnt of cognitive

toolsand will drarnaucallychange the waywe think about AI:

We measure the intelligence of a system by its ability to achieve stated ends in the facc or
variations. difficultirs and complexitiesposed by the t.1sk environment. This general investment
of computer science in '1ttaining intelligence... becomes more obvious as we extend computers to
more global complex and knowledge-intensive tasks-as we attempt to make them our agents.
capable of h.-ndling on their own the full contingencies or the natural world. (Nev,ell and Simon,
1976. pp. 114-11S)

In filct. thi!> change has already begun in 1\( laboratories. but the place where the changing perception or AI

systemsis most dramatic and acceleratedis. not surprisingly in our society. the marketplece.

AI, Inc.

To date. three or the emerging AI technologieshave attracted interest as commercial possibilities: robocs

for manufocturing. naLUral-language front-ends for information-retrieval systems. and expert systcm~ Inc

reason that a company like General Motors invests millions of dollars in robots for the assembly line is not

scientific curiosity or propaganda about "retooling" their industry. OM believes these robots are essential to

its economic survival. AI leChnology will surely change many aspt!Cts of American industry. but its

application to real problems willjust assurely change the emerging tcehnology-ehange our perception of its

nawre and of its implications about knowledge. The remaining discussion will focus on this issue in the

context ofexpert systemS.

Expert Systems

With wort on dle DENDRAL system in the mid-196Os, AI reseaR:hcrs began pushinl work on

probltm-JOlv;ng systems beyondconstrained domains likechess. robot planning.blocks-world manipu1alions.

andpuu1es: They Marted to consider symbolically expl'eSKd problems lhIt were known 10 be diffICult for1M

bnt human rcstaR:hcrs to solve(see I-indsay. Ruchanan. Feigenbaum.and l.edcrbcra. 1980).

One needs to move toward task environments of ~reater complexity and openness-to everyday
reasoning. to scientific discovery. and soon. The taskswe taetlcd.lhough highly complex by prior
psychological standards. sUD are simple in many~ (NeweJ1 andSimon. 1972. p. 812)

Humans hive clifficuky keeping uaet of aU of theknow!edF that miaht be relevant10 a problem. elplorina

.nof thealternativesolution-paths. and matina sure none of the validsolutionsis overlootcd in dieprocca

Wort ODI)BrlIDRAL Ihowcd that when human Clpcrucould explaia cued)' whatthey wete doinaill toIvina

theirproblems. the naa::hine cou1cl achieve expen-level perfi:JnnIace.
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Continued research at Stanford's Heuristic Programming Project next produced the MYCIN system, an

experiment in modeling medical diagnostic reasoning (Shortliffe. 1976). In production rules of the form If

<cOIldi/ion> then <action>. ShortlilTe encoded the kind of information about the reasoning processes of

physicians that they were most able 10gil'l"-ildvice about what to do in certain situations. In other words, the

if part of the rules contains clauses that attempt to differentiate a certain situation. and the 111eI1 part describes

what to do if one finds oneself in that situation. This production-rule knowledge representation worked

surprisingly well: MYCIN was able to perform its task in a specific area of infectious-disease diagnosis as well

as the best experts in the country.

Furthermore. the MYCIN structure was seen to be. at least to some extent. independent of the domain of

medicine. So long as experts could describe their knowledge in terms of If. . . then . . . rules. the reasoning

mechanism that MYCIN used to make inferences from a large set of rules would come up with the ri(lht

questions and, eventually, a satisfactory analysis. MYCIN-1ike systems have been successfully built in

research laboratories for applications as diverse as mineral exploration. diagnosis of computer-equipment

failure. and even advising users about how to use complex systems.

Transfer ofExpertise

There is an important shift in the view of expert systems just described Ihat illustrates the changing

perspective on AI that is likely to take place as it becomes an applied science. The early work on expert

systems. building on AI research in problem solving. focused on representing and manipulating the facts in

order to get answers. But through MYCIN, whose reasoning mechanism is actually quite shallow. it became

clear that the way that these systemS interacted with Ihe people who had the knowledge and with those who

needed it was an important. deep constraint on the system's architecture-eon its knowledge representations

andreasoning mechanisms:

A key idea in our current approach to building expert systems is that these programs ~lIould not
only be able to apply the corpus ofexpert knowledge to specifIC problems, but the)' s".ouJd also be
able to interact with ~ users and experts just as humans do when they learn. explain, and teach
what they know.... These ,ransf~'ofrxpmiSi' (roE) capabilities were originally necessitated by
"human engineering" considerations-the people who build and usc our systems needed a \'ariety
o,. ..assistance·· and "explanation" facilities. However, there is more to the ide:.l of TOE than the
implementation of needed user features: These social intcractions--leaming from experts.
explainina one's reasoning. and teaehina what one knows-are essential dimensions of human
knowJed&e. 1'11ey are as fundamcnl.11 to the nawn: of imclligencc1S expert-...:vel problcm-solvina.
and they have changed our ideas about represcnlalion and about knowlcdfc. (Ilarr. Dcnncu. and
C31nccy,l979.p.l)
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Randall DaVIs's (l976) TEiRESIAS systcm,built within the MYCIN framework, wasthe first to focuson

the Iransferral aspects of expert systems. TEIRESIAS offered aids for the experts who were entering

knowledge into the systemand for the system's users. For example, in order ft,r an expert to figure out why a

system has come up with the wrong diagnosis or is asking an inappropriate question, he (or she) has to

understand its behavior in his own terms: The system must explain its reasoning in terms of concepts and

procedures with which the expert is familiar. The same sort of explanation facility is necessary for the

eventual user of an expert system who will want to be assured that the system's answers arc well founded.

Expert-systems technology had to be extended to facilitate such interactions. and, in the process, our

conception of what an expert system was had changed. No longer did ~e systems simply solve problem..;

they now transferred expertise from people who had it to people who could use it:

Weare building systemsthat take part in the human activityof transferofexpertiseamong experts,
practitioners.and students in different kinds of domains. Our problems remain the same as they
werebefore: We must find good ways to represent knowledgeand meta-knowledge, to carry on a
dialogue. and to solve problems in the domain. Out the guiding principles of our approach and
the ur.derlying constraints on our solutions haw SUbtly shifted: Our systemsare no longer being
designed solely to be expert problem solvers. using vast amounts of encoded knowledge. There
arc aspectsof "knowing" that have so far remained unexplored in AI research: Byparticipation in
human transfer of expertise, these systems will involve more of the fabric of behavior that is the
reason we ascribe knowledgeard intelligenceto people. (Barr, Bennett. and Clancey,1979, p. S)

The Technological Niche

It is the goal of those who are involved in the commercial development of expert-systems tcchnology to

incorporate that tcchnolOl)' into some device that can be sold. But thc enllironmenl in which expert systel1lS

operate is our own COIJIitive environment: it is within this sphere of activity-people solving their

problems-that the eventual expert-system products must be found useful. They will be enginHml to our

minds

With these systems, it wi1J at last become economical to match human beings in real lime wilb
really 1af'Re machines. This means that we can work toward programming what willbe, in etTect.
"thinking aids." In the years to come we expect that these man-machine systems will share, and
perhaps for a tirn< be dominant. in our advance toward the development of "artifICial
intelligence." (Minsky, 1963, p.4SO)

It is a lona way from the expert SysleInS developed in the rescan:h laboratories to any products that fit into

people's lives: in fact. it is difficult even to envision what such products will be. Egon Loebner of Hewlett­

Packard Laboratories fells of a conversation he hadmany years aao with Vladimir Zworykin, the inventor of

television UlChooIosY. I.oel'ncr askcd Zworytin what he had in mind for his invention when he wa
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developing the technology in the 1920s-what kind of product he thought his cffons would produce. The

inventor said that he had had a very clear idea of the eventual use of TV: He envisioned medical students in

the gallery of an operating room getting a clear picture on their TV screens of the details of me operation

being conducted below them.

One cannot, at me outset. understand me application of a new technology, because it will find its way

into realms of application mat do not Yet exist. l.ocbncr has described this process in terms of the

technological niche. paralleling modern evolution theory (Lochner. 197G; i.ocbner and Borden, 1969). l.ike

the species and their environment, inventions and their applications are co-defined-the)' constantly evolve

together. wit!} niches representing periods of relative stability, into a new reality:

Moreover. me niches themselves are . . . defined in considerable measure h~ the whole
constellation of organisms themselves. There can be no lice without hairy heads for them to
inhabit. nor animals without plants. (Simon, 1980,p. 44)

Thus technological inventions change as they are applied to people's needs. and the activities that people

underrate change with the availability of new technologies. And as people in industry try to push me new

technology toward some profitable niche. they will also explore the nature of me underlying phenomena. Of

course, it is not just the scientists and engineers who developed the new technology who are involved in this

exploration: Halfof the job involves finding out what the new capabilities can do for people.

Recognition of the commercial application of -;V technology was accomplished by David Sarnoff, after

the model he had used for the radio broadcasting industry. It is important to note that the "commercial

product" mat resulted from TV technology, the TV-SCt receiver, was only part of a gigantic system that had to

be developed for ill> support (lICtually imponed from radio, with modifications and extensions), involving

broadcast technology, the networks, regulation of the air waves, advertising, and so forth. Loebncr refers to

this need for systmlwiJl' concern with product development as the Edisonian model of technological

innovation: Edison's ~hievement of the invention of me long-life, commercially feasible light bulb was

conducted in paralic! with his successful development of the first dynamo for commercially producing electric

power and with his design and implementation of the firstelectric-power distribuuon network.

TheKnowledge Industry

Al!1cng the scientifIC disciplines that study knowledge, the potential for commercial applications of

artificial intellig~e presents unique opportunities. To identify and fill the niches in which intelligent
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machines will survive, we must ask questions about "knowledge" from a rather different perspective. We

must identify the role that the various aspects of intelligence play. or could play, in the affairs of men, in such

a way that we can identify correctable shortcomings in how things are done.

There is no question that the current best design of an intelligent system, the human brain, has its

limitations. Computers have already helped people deal with such shortcomings as memory failure and

confusions. overloading in busy situations, their tendency to boredom. and their need for sleep. These

extended capabilities-total recall, rapid processing, and uninterrupted attention-arc cognitive capabilities

that we have been willing to concede to the new species in the genus of symbol manipulators. They have

helped us do the things we did before, and have made some entirely new capabilities possible, for example,

airline reservation systems, 24-hour banking, anc Poe-Man (although the truly challenging computer "games"

arc yet to come!). Intelligence is also going to he present in this new species, as envisioned 20 years ago by

Marvin Minsky (1963):

I believe ... that we are on the threshold of an era that will he strongly influenced. and quite
possibly dominated, by intelligent problem-solving machines. (p.406)

Finding a way to apply this new intellectual capability, for effectively applying relevant experience to new

situations. is the task ahead for AI. Inc.

We have hardly begun to understand what this abundant and cheap intellectual power will do to
our lives. It has already started to change physically the research laboratories and the
manufacturing plants. It is difficult for the mind to grasp the ultimate consequences for man and
society. (Riboud.1979)

It may be a while in corning. and it may involve a rethinking of the way we go about some cognitive activities.

But it is extremely imponant that die development of intelli&ent machines be pursued. for the human mind

not only is limited in its storage and processing capacity but it also has known bugs: It is easily misled,

stubborn. and even blind to the uuth. especially when pushed to its IintilS.

And, as is natu~'s way, everything gets pushed to the limit, including humans. We must find a way of

organizing ourselves more effectively. of bringing togtther the energies of larger groups of people toward a

common goal. Intelligent systems, built fromcomputer and communications technology, willsomcday know

more than any individual human about what is JOilll on in complex enterprises involving millions of people,

such as a multinational corporation or a city. And they will be able to explain each person's part of the laSt.

We will build II1OI'e productive factories this way, andmaybe someday aII1OI'e peacefulw~ We must keep



in mind. following our analogy of flight, that tile capabilities of intelligence as it exists in nature are not

necessarily its natural 'imits:

There are other facets to this analogy with flight; it, 100, is a continuum, and some once lhough.
lIlal the speed of sound represented a boundary beyond which flighl was impossible. (Armer,
1963, p. 398)
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