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Abstract

Thii paper presents fast algorithms that find approximate solutions for ageneral class of problems,
which we call fractional packing and covering problems. The only previously known agorithms for
solving these problems are based on general linear programming techniques. The techniques developed
in this paper grestly outperform the general methods in many applications, and are extensions of a
method previously applied to find approximate solutions to multicommodity flow problems [23, 15, 18].
Our agorithm is a Lagrangean relaxation technique; an important aspect of our results is that we obtain
atheoretical analysis of the running time of a Lagrangean relaxation-based algorithm.

We give several applications of our algorithms. The new approach yields severa orders of magnitude
of improvement over the best previously known running times for the scheduling of unrelated parallel
machines in both the preemptive and the non-preemptive models, for the job shop problem, for the
cutting-stock problem, and for the minimum-cost multicommodity flow problem.
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1 Introduction

We consider the following genera type of problem: given a convex set P C R™ and a set of m inequalities
Az < b, decide if there exists a point z € P that satisfies As < b. We assume that we have a fast
subroutine to minimize a non-negative cost function over P. A fractional packing problem is the special
case of this problem when P isin the positive orthant and A > 0. The intuition for this nameisthat if P is
a polytope, then each x € P can be written as a convex combination of vertices of P; we are attempting
to fractionally pack (or combine) vertices of P subject to the “capacity” constraints As < b.

A wide variety of problems can be expressed as fractional packing problems. Consider the following
formulation of deciding if the maximum flow from s to ¢ in an m-edge graph G is at least f: let the
polytope P C R™ be the convex combination of incidence vectors of (s, t)-paths, scaled so that each
such vertex is itself a flow of value f; the edge capacity constraints are given by Az <b, andso A is
the m X m identity matrix; the required subroutine for P is a shortest-path algorithm. In words, we
view the maximum flow problem as packing (s, t)-paths subject to capacity constraints. We can similarly
formulate the multicommodity flow problem, by setting P = P! x - .- x P* where P* is the polytope of
all feasible flows of commodity £, and Az < b describes the joint capacity constraints. In Section 6, we
shall discuss the following further applications: the Held & Karp lower bound for the traveling salesman
problem [11] (packing I-trees subject to degree-2 and cost constraints); scheduling unrelated parallel
machines in both the preemptive and non-preemptive models, as well as scheduling job shops (packing
jobs subject to machine load constraints); embedding graphs with small dilation and congestion (packing
short paths subject to capacity constraints); and the minimum-cost multicommaodity flow problem (packing
paths subject to capacity and budget constraints).

Fractional covering problems are another important case of this framework: in thiscase, P and A are
as above, but the constraints are Az > b, and we have a maximization routine for P. The cutting-stock
problem is an example of a covering problem: paper is produced in wide rolls, called raws, and then
subdivided into several different widths of narrower ones, called finals; there is a specified demand for the
number of rolls of each final width, and the aim is to cover that demand using as few raws as possible.
Gilmore & Gomory proposed a natural integer programming formulation of this problem and studied
methods to solve it aswell asits linear relaxation [5, 6]. This linear relaxation is aso the key ingredient of
the fully polynomial approximation scheme for the bin-packing problem that is due to Karmarkar & Karp
[ 13]. We aso consider problems with simultaneous packing and covering constraints.

In this paper we focus on obtaining approximate solutions for these problems. For an error parameter
€ >0, apoint z € P is an E-approximate solution for the packing problem if Az < (1 + €)b. A point
x € P isan E-approximate solution for the covering problem if Az > (1 — €)b. The running time of each
of our agorithms depends polynomially one=*, and the width of the set P relativeto Az < b, as defined
by p = maxi max,ep a;z/b;, where a;z < b; istheith row of Ax < b. Significantly, the running time
does not depend explicitly on n, and henceit can be applied when n is exponentialy large, assuming that
there exists a polynomial subroutine to optimize cz over P, where c = y*A (and ¢ denotes transpose).

In many applications, there will also exist a more efficient randomized variant of our agorithm. When
analyzing one of these algorithms, we shall estimate only the expected running time. The primary reason
for this is that since the running time of any randomized algorithm exceeds twice its expectation with
probability at most 1/2, if we make k independent trials of the algorithm, allowing twice the expectation



for each trial, then the probability that none of these trials completes the computation is at most 2%,
Thus, by increasing the running time by a logarithmic factor, we can aways convert the statement about
expectation to one that holds with high probability. In fact, for some of our applications, the stronger
statement can be made with no degradation in the bound. Furthermore, the improved efficiency of
these randomized a gorithms can be obtained while maintaining the same worst-case running time as the
deterministic version.

All of the problems in our framework are known to be solvable in polynomial time (without relaxing the
right-hand-sides). Consider the problem of packing the vertices of a polytope P subject to the constraints
Ax <b. We can apply the elipsoid method to solve the dua problem, which has a constraint for every
vertex of P, since the separation subroutine for the dual problem can be solved with the optimization
subroutine for P. The problem can be solved more efficiently by the algorithm of Vaidya[25]; it obtains
the optimal value in O(mL) calls to an optimization subroutine for P plus 0( m.M (m)L) additional time;
L and M(m) denote the binary size of the problem and the time needed to invert m by m matrices,
respectively. Alternatively, one can apply the other linear programming algorithm of Vaidya [25] for
problems where the polytope P can be described with few variables. Furthermore, if the problem has
an appropriate network structure then the ideas of Kapoor and Vaidya [12] can be used to speed up the
matrix inversions involved.

The algorithm in [25] obtains an optimal dual solution to a fractional packing or covering problem,
but no primal solution. One can use ideas of Karmarkar & Karp [ 13] to obtain a primal solution as
well. If Vaidya's algorithm uses T calls to the separation subroutine for the dual linear program to find an
approximate dual solution, then Karmarkar & Karp obtain an approximate primal solution deterministically
by approximately solving O(T + m? log(T/m)) 1near programs, or by using randomization solving
only O(m log(T'/m)) L'inear programs, each with m variablesand T inequalities. We can use Vaidya's
algorithm [26] to solve these linear programs.

The parameter L in the bound of either linear programming algorithm of Vaidya depends on the quality
of the starting solution; for example, in [26], it depends on how close the point is to the central path. In
some applications, such as the bipartite matching problem, it is possible to find a starting solution with
L =log(ne™1), which is, roughly speaking, the number of bits of accuracy required [9]. Unfortunately,
we do not know of comparable results for any of our applications. For two of our applications, the
bin-packing problem and the Held-Karp bound, such results would yield algorithms with running times that
clearly improve on the algorithms based on the approach presented here.

Our agorithm outperforms Vaidya s agorithm if € islarge (e.g., aconstant), p issmall relativeto m,
or the optimization subroutine for P is faster than matrix inversion. In many cases, p is not sufficiently
small (even exponential), so in Section 5 we give techniques that often reduce p. Figure 1 summarizes the
comparison of our algorithm to Vaidya's for our applications, giving the speedup over his algorithms [25,
26] when we assume that € > 0 is any constant, and ignore polylogarithmic factors. A function f (n) is said
to be Q*(g(n)) if there exists a constant ¢ such that f(n) log’ n > € (g (n) ) ; we define 0* analogously.

Our approach extends a method previoudy applied to find approximate solutions to multicommodity
flow problems, first by Shahrokhi & Matula [23], and later by Klein, Plotkin, Stein & Tardos [15] and
Leighton, Makedon, Plotkin, Stein, Tardos & Tragoudas [18]. Recently, extensions of this method to
other applications were found independently by Grigoriadis & Khachiyan [10].
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Figure 1: Summary of the performance of the described agorithms

An important theoretical aspect of our resultsis their connection to Lagrangean relaxation. The main
idea of our algorithm is as follows. We maintain a point « € P that does not satisfy Az < b, and repeatedly
solve an optimization problem over P to find a direction in which the violation of the inequalities can be
decreased. To do this, we define a“ penaty” y on the rows of Az <b. Rows with a;z large relative to b;
get alarge penalty, other rows get smaller penalties. We relax the Ax < b constraints, and instead solve
the Lagrangean relaxed problem min(y Az : £ € P). Theideais that alarge penalty tends to imply that
the resulting point & improves the corresponding inequality. We then set x := (1 — o)z + 0%, where o
is a suitably small number, and repeat. These ideas are often used to obtain empirically good algorithms
for solving linear programs; however, unlike previous methods, we give arule for adjusting the penalties
for which a theoretical analysis proves a very favorable performance in many applications. Lagrangean
relaxation has been recognized as an important tool for combinatorial optimization problems since the
work of Held & Karp on the traveling salesman problem [11]; in our discussion of this application (in
Section 6) we examine the relationship between our algorithm and the traditional approach.

Asin[15], our algorithms can also be modified to generate integral approximate solutions and thus
yield theorems relating the linear and fractional optima along the lines of Raghavan & Thompson {22] and
give alternative deterministic algorithms to obtain the results of Raghavan [ 2 1]. The modified algorithm is,
in some cases, more efficient than the origina algorithm, due to the fact that it terminates as soon as it can
no longer improve the current solution while maintaining integrality. We will discuss this integer version
of the packing algorithm at the end of Section 2, and use the algorithm for the job-shop and network
embedding problems in Section 6. One could derive analogous integer approximation theorems for both
the covering problem and for problems in the more general form considered in Section 4. However, due
to the lack of applications we do not include the resulting theorems.

For smplicity of presentation, throughout the paper we shall use amodel of computation that allows
the use of exact arithmetic on real numbers and provides exponentiation as asingle step. In [ 18], it has been
shown that the specia case of the agorithm for the multicommodity flow problem can be implemented in
the RAM model without increasing the running time. Analogously, we can use approximate exponentiation
and a version of the algorithm that relies only on a subroutine to find a nearly optimal solution over the



polytope P, and hence avoid the need for exponentiation as a step. However, in order to convert the
results to the RAM model, we need to perform further rounding; we must also limit the size of the numbers
throughout the computation. It is easy to limit the numbers by a polynomia in the input length, similar
to the size of the numbers used in exact linear programming algorithms. However, we do not know how
to find an c-approximate solution using polylogarithmic precision for the general case of the problems
considered.

2 Fractional Packing Problem

The fractional packing problem is defined as follows:

PACKING: 37z € P such that Ax < b, where A isan m x n nonnegative matrix, b > 0, and P is a
convex set in the positive orthant of R™.

We shall use a; to denote the ith row of A and b; to denote the ith coordinate of b. We shall assume
that we have afast subroutine to solve the following optimization problem for the given convex set P and
matrix A:

Given an m-dimensional vector y > 0, find £ € P such that

¢ = min(cx @ x € P), where ¢ = y*A. (1)

For a given error parameter € > 0, a vector X € P such that Ax < (1 + €)b is an E-approximate
solution to the PackiNnG problem. In contrast, a vector x € P such that Ax < b is cdled an exact
solution. An e-relaxed decision procedure either finds an c-approximate solution or concludes that no
exact solution exists.

The running time of our relaxed decision procedure depends on the width of P relativeto Ax < b,
which is defined by

= max max =% )

i zeP b’

In general, p might be large, even superpolynomia in the size of the problem. We shall discuss techniques
to reduce the width in Section 5.

Relaxed Optimality. Consider the following optimization version of the PAckiNG problem:

min() : Ax < Xb and z € P), 3



and let A* denote its optimal value. For each x € P, there is a corresponding minimum value A such that
Ax < Xb. We shdll use the notation (x, ) to denote that X is the minimum value corresponding to x. A
solution (x,X) ise-optimal if x € P and A < (1 + e)A*. If (X, A) isan e-optima solution with A > 1 + ¢,
then we can conclude that no exact solution to the PAckinG problem exists. On the other hand, if (x, A)
isan E-optimal solution with A <1 + ¢, then X is an c-approximate solution to the PACkING problem.

Linear programming duality gives a characterization of the optimal solution for the optimization version.
Lety > 0, y € R™ denote a dua solution, and let Cp(y) denote the minimum cost ¢z for any x € P
where ¢ = y*A. The following inequalities hold for any feasible solution (x, A) and dual solution y:

My'b > y*Az > Cp(y). (4)

Observe that both y*b and Cp( y) are independent of x and . Hence, for any dual solution y, A* >
Cp (y)/yt b. The god of our agorithm is to find either an e-approximate solution X, or an e-optimal
solution (x, A) such that A > 1 + €. In the latter case we can conclude that no exact solution to the
PAckKING problem exists. The e-optimality of a solution (x, A) will be implied by a dual solution y such
that (1 + €)Cp(y)/ythb > A. Since A > 1 + ¢, it follows that Cp(y)/ytb > 1; hence, A* > 1 and no
exact solution to the PackinG problem exists. Linear programming duality implies that there exists a dua
solution y* for which Cp ( y*)/y**b = A*. Hence, for optimal (z*, A*) and y*, al three termsiin (4) are
equdl.

Consider an error parameter € > 0, a point x € P satisfying Ax < Xb, and a dual solution y. We
define the following relaxed optimality conditions:

(P1) 1 - e)\ytb < ytAx;
(P2) y*'Az — Cp(y) < e(y* Az + \y'b).

Lemma 2.1 If (x, A) and y are feasible primal and dual solutions that satisfy the relaxed optimality conditions
Pl and P2 and € <1/6, then (x, A) is GE-optimal.

Proof: From P and P2 we have that
Co(y) > (1 — e)y*Az — edy'b > (1 — €)*My'b — edy'd > (1 — 3¢) Ay'h.
Hence, A < (1 —3€)7'Cp(y)/(y'b) < (1 = 3¢)~1A* < (1 + 6e)a*. |

The Algorithm. The core of the algorithm is the procedure ImPRoOVE-PACKING, Which takes as input a
point x € P and an error parameter € > 0. Given X, it computes Ag, the minimum X such that Ax < Ab
is currently satisfied. IMPROVE-PACKING produces a new feasible solution (x, A) such that x is GE-optimal or
A< X\o/2. It uses adua solution y defined as a function of x, where y; = ée““-”/”‘ - we call this choice
of y the dua solution corresponding to x. We will choose a so that the relaxed optimality condition P

is satisfied for (x, A) and its corresponding dual solution. Thus, if the current solutions (x, A) and y satisfy
P2, then A is sufficiently close to optimal, and IMPROVE-PACKING terminates. Otherwise, we find a point
Z € P that attains the minimum Cyp (y), and modify x by setting x « (1 — o)z + oZ. Although a single
update of x might increase its corresponding A, we will show that a sequence of such updates gradually
reduces A.



IMPROVE-PACKING( z, €)

Ao & max; a;z/b;; @ — 45 et In(2me1); 0 s

While max; a,-z/b, > Ao/2 and x and y do not satisfy P2
For each ¢ = L M: sety; — easiz/bi,
Find amin- cost pomt 5€¢P for costs c=ytA
Updatez « (1 — o)z + o3.

Return Xx.

Figure 2: Procedure IMPROVE-PACKING.

Lemma 2.2 Ifa>2A"te 1 In(2me=1), then any feasible solution (x, A) and its corresponding dual solution
y satisfy Pl.

Proof: For this proof, it is useful to introduce a localized version of P1:
(P1) Foreachi=1,..., m, (1 - €/2)Ab; < a;z or y;b; < 5=ytb.

Let | ={i: (1 - ¢/2)Ab; < a;z}. Condition P1 implies PI, since

Ath = A zb _* Qg _6_ th €
Y Z Yi +Ag:y1b<l /2Zya +A;n Qmsl_e/zytAx-'-EAytb,

i€l
and therefore (1 — €)Ay*b < (1 — €/2)2Mytb < ytAx.

Next we have to show that the hypothesis of the lemma implies that P1 is satisfied. Notice that
ytb = ¥, e*%2/% By the minimality property of X we have that ytb > e*. Consider any row i for
which a;z < (1 — €/2)Ab;. Thisimplies that y;b; < e1=¢/2* 'and s0 y;b;/(y'b) < e~*¥2 < ¢/(2m).
Hence, Plissatisfied. 1

At the beginning of IMPROVE-PACKING (See Figure 2), o is set to 45 e ! In(2me1); hence, the
relaxed optimality condition P1 is satisfied throughout the execution of the procedure. The following
lemma shows that moving the right amount towards a minimum-cost point £ results in a significant
decrease in the potential function ® = ytb = 3, e*®/b,

Lemma 2.3 Consider a point x € P and an error parameter O < € < 1 such that x and its corresponding
dual solution y have potential function value ® and do not satisfy P2. Let Z € P attain the minimum Cp( ).
Assume that o < ;= Define a new solution by £ = (1 - o)z + o, and let @ denote the potential function

value for £ and its correspondlng dual solution §. Then @ — & > aceld.

Proof: By the definition of p, Ax < pb and AZ < pb. Thisimpliesthat ao|a;z — a;%| /b; < €/4 < 1/4.
Using the second-order Taylor theorem, we see that if |6] < /4 < 1/4 then, for al x, e¥+% < e® + §e® +



£16|e®. Setting 6 = ao(aiE — a;x)/b;, we see that

laa(a,-:i - a;x) gamia/bi 1 eao|a;E — a;x| .
b; b; b; 2b;

1 1
< ¥+ aab—j(a,-:i: —a;x)y; + eaa-ﬁ(a,—i + a;T)y;.

aa;iz/b;

¥ < yi+

Using thisinequality to bound the change in the potential function, we get

A

R . € N
®-% = ZI:(?/:‘ - §:)b; > ao Zi:(af:v - i)y - a0y Zl(aix + aE)y;
= ao(y'Ar — y'Az) - aag(ytAx + y'A%) > ao(yt Az — Cp(y)) — aoey' Az.
The fact that P2 is not satisfied implies that the decreasein ® is at least age . |

During IMPROVE-PACKING, o iS Set equal to @ which implies that the decrease in the potential

function due to asingle iteration is( ‘27* ®). Observe that throughout the execution of IMPROVE-PACKING
we have e**/2 < & < me®». If the input solution is O(c)-optimal, then we have the tighter bound,

e*(1+0(e)™ 0 < § < me*0. Together with the previous lemma, this can be used to bound the number
of iterations in a single call to IMPROVE-PACKING.

Theorem 2.4 The procedure IMPROVE-PACKING terminates after O(e =3\ plog(me™1)) iterations. If Aq
is O(c)-optimal, then IMPROVE-PACKING terminates after O(e =2 ™" p log(me 1)) iterations.

We shall use the procedure IMPROVE-PACKING repeatedly to find an co-approximate solution for any
given ¢ > 0. We first find a I-approximate solution, thereby solving the problem for ¢; > 1, and then
show how to use this solution to obtain an ey-approximate solution for any smaller value of €. Set € =1/6,
and call ImPrRoVE-PAckING With an arbitrarily chosen solution x € P; repeatedly call this subroutine with the
output of the previous call until the resulting solution (x, A) is GE-optimal or A < 1 + 6e. If, at termination,
A <1+ 6e = 2, then x is a |-approximate solution. Otherwise, A > 2 and x is |-optimal, and hence
no exact solution exists. Thefirst part of Theorem 2.4 implies that the number of iterations during such a
call to ImPRoVE-PACKING with input (X, X) is O(A~! p log m). Since this bound is proportional to A~ and
it at least doubles with every call, the number of iterations during the last call dominates the total in al of
the calls, and hence O(p log m) iterations suffice overall.

If ¢g < 1, then we continue with the following c-scaling technique. The rest of the computation is
divided into scaling phases. In each phase, we set € + €/2, and call IMPROVE-PACKING once, using the
previous output as the input. Before continuing to the next phase, the agorithm checks if the current
output (x, A) satisfies certain termination conditions. If x is an c,-approximate solution, then the algorithm
outputs X and stops; otherwise, if A > 1 + 6¢, the algorithm claims that no exact solution exists, and stops.
First observe that if the agorithm starts a new phase, the previous output (X, A) has A < 1 + 6e < 2,
and this is the new input. As a result, for each e-scaling phase, the output is an exact solution or is
GE-optimal. Hence, if the output of a phase (x, A) has A > 1, then x is 6e-optimal; if A > 1 + 6¢, then
the algorithm has proven that no exact solution exists. Furthermore, if no such proof isfound by the point
when € < €,/6, the output (X, A) has A < 1 + 6e < 1 + €, and hence X is an €y-approximate solution.

8



Finaly, note that for each phase, the input is a 12e-optimal solution with respect to the new vaue of e.
The second part of Theorem 2.4 implies that the number of iterations needed to convert this solution into
a 6e-optimal one is bounded by O(e=2p log(me1)). Since the number of iterations during each scaling
phase is proportional to the current value of ¢~2 and this value doubles each phase, the bound for the last
scaling phase dominates the total for all the scaling phases.

An iteration of IMPROVE-PACKING consists of computing the dual vector y and finding the point £ € P
that minimizes the cost cx, where ¢ = y*A. Assuming that exponentiation is a single step, the time
required to compute ¢ is O(m) plus the time needed to compute (or maintain) Az for the current point .

Theorem 2.5 For 0 < ¢ < 1, repeated calls to IMPROVE-PACKING can be used so that the algorithm either
finds an e-approximate solution for the fractional packing problem or else proves that no exact solution exists;
the algorithm uses O(e~2plog(me=1)) calls to the subroutine (1) for P and A, plus the time to compute Az
for the current iterate @ between consecutive calls.

Notice that the running time does not depend explicitly on n, the dimension of P. This makes it
possible to apply the algorithm to problems defined with an exponential number of variables, assuming
we have a polynomial-time subroutine to compute apoint z € P of cost Cp (y ) given any positivey , and
that we can compute Az for the current iterate 2 in polynomial time.

Randomized Version. In some cases, the bound in Theorem 2.5 can be improved using randomization.
This approach was introduced by Klein, Plotkin, Stein, & Tardos [15] in the context of multicommodity
flow; we shall present other applicationsin Section 6.

Let us assume that the polytope P can be written as a product of polytopes of smaller dimension, i.e.,
P = P! x ... x P¥, where the coordinates of each vector z can be partitioned into (!, . . ., z*) and
zePifandonlyif zte P4 £=1, ...k Theinequalities Az < b can then be written as 3~ Afx? < b,
and we shall let af denote theithrow of A%, i=1,..., m, £=1, ..., k. Let p® denote the width of P*
relativeto Azt < bl =1,...,k Clearly, p=3, p. A subroutine to compute Cyp (y) for P consists of
k subroutines, where the £th subroutine minimizes cz® subject to ¢ € P* for costs of the form ¢ = yt AL,

Randomization speeds up the algorithm by roughly a factor of k if p* = p for each £, or the k
subroutines have the same time bound. This assumption is satisfied, for example, in the multicommodity
flow problem considered in [ 18]. One way to define the multicommaodity flow problem as a packing
problem is to let P¢ be the polytope of all feasible flows satisfying the £th demand and the capacity
constraints ¢ < u, and let the matrix Az < b describe the joint capacity constraints 3, z¢ < u. For this
problem we get that p° = 1 for every £. We shall present other applications in Section 6.

The idea of the more efficient algorithm is as follows. To find a minimum-cost point Z in P, IMPROVE-
PACKING calculates k minimum-cost points ¢ € P¢, £ =1, ... , K. Instead, we will choose £ at random
with a probability that depends on p? (as described below), compute a single minimum-cost point &%,
and consider perturbing the current solution using this Z¢, The perturbation is done only if it leads to
a decrease in ®. In order to check if P2 is satisfied by the current solution, it would be necessary to
compute Cp (y). Thlis is no longer done each iteration; instead, this condition is checked with probability
I/k. This particular method of randomizing is an extension of an idea that Goldberg [7] has used for the



multicommodity flow problem, and was a so independently discovered by Grigoriadis & Khachiyan [10].

The key to the randomized version of our agorithm is the following lemma. The proof of this lemma
is analogous to the proof of Lemma 2.3.

Lemma 2.6 Consider a point (z*,.. ., z¥)€ P x.. .x P*, with corresponding dual solution ¥ and potential
function value ®, and an error parameter €, 0 < € < 1. Let Z* be a point in P* that minimizes the cost c*z?,
where ¢* = y*A%, s = 1,. .., k, and assume that 0* < min{e/(4p° @), 1). Define a new point by changing
only z*, where z° « (1 — 0®)x* + o*Z°. If ® denotes the potential function value of the new solution, then
& - &> ao’((1 - e)ytA®z® — ytA°E°).

In this lemma, we have restricted o < 1 to ensure that the new point is in P; to get the maximum
improvement, the algorithm uses ¢* = min{ 1, ¢/(4ap*)}. Since the agorithm changes x only when
the update would decrease the potentia function, the decrease in the potential function associated with
updating z, is ao®A, where A, = max{ ((1 — €)y*A’z* — y'A°%*), 0}. Let S = {s : 4ap’® < €} and
define p' = 3,45 p*- The probability B(s) with which we pick an index sis defined as follows:

£ fors¢ S
— 2p'
ﬂ(s)_{ﬁ fors€ S

Using Lemma 2.6, we get the following theorem:

Theorem 2.7 For 0 < € < 1, repeated calls to the randomized version of IMPROVE-PACKING can be used
so that the algorithm either finds an c-approximate solution for the fractional packing problem defined by a
polytope P = P x . -+ x P* and inequalities 3, Alzt < b, or else proves that no exact solution exists; the
algorithm is expected to take O(e~2p log(me=!) + k log(pe™')) iterations, each of which makes one call to
the subroutine (1) for P¢ and A%, for a single value of £, £€ {1, .. ., K}, plus the time to compute }_, Atz for
the current iterate (z?, . . . , z*) between consecutive calls.

Proof. We first analyze a single cal to the randomized variant of IMPROVE-PACKING, and show that it is
expected to terminate within 0( e ~3pAg ! log (me™! ) + €1 K) iterations. There are two types of iterations;
those where P2 is satisfied, and those where it isn’t. We bound these separately. In the former case, since
the algorithm checks, with probability 1/k, whether P2 is satisfied, and if so, the agorithm terminates,
then we expect that O(K) of these iterations will suffice to detect that P2 is satisfied, and terminate. In the
latter case, we will show the expected decrease of the potential function ® during one iteration is at least
min{e2)\/(8p),1n(2me~1)/k}®. Since P2 is not satisfied, we have that -, A, > eA®, where ao® A,
is the decrease in @ associated with updating x,. Using this fact and applying Lemma 2.6, we see that
the expected decrease in @ is

2 ao'BB(s) Z 4p’a 2p ’+Z2!S|

8 s€S
€ € [0
> > —, .
_mln{8 2k}ZA mm{gp,%}e/@
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Since a> 2A~te~! In(2me1), the claimed bound on the expected decrease of & follows.

We use a result due to Karp [14] to analyze the number of iterations used by the randomized version of
IMPROVE-PACKING. Let 5 denote the ratio of upper and lower bounds on the potential function ® during a
single execution of IMPROVE-PACKING. Each iteration of the algorithm when P2 is not satisfied is expected
to decrease the potential function by p®, where (1 — p) = min{e2)\/(8p), In(2me=1)/k}; let b = |/p.
The potential function never increases. Let the random variable T denote the number of iterations of the
algorithm when P2 is not satisfied. Karp proved a general result which implies that

Prob(T > log, 6 + w + 1) < pplioss Sel+ig, (5)

To bound the expected number of iterations, we estimate 3-, Prob(T > j);since p < 1, (5) implies that
this expectation is O(log, 8s). Note that 6 < me®*/2, and in the case when the input is O(e)-optimal,
8 < me*. Hence we see that the randomized version of IMPROVE-PACKING is expected to terminate
inO(e 2pa+ €71k) = O(e~3pAy ! log(me ') + e k) iterations, and is an e~! factor faster if the input
is O( €)-optimal.

We use this randomized version of IMPROVE-PACKING repeatedly to obtain an c,-approximate solution
in exactly the same way asin the deterministic case. First we set e =1/6, and then we use c-scaling. The
expected number of iterations in total, is the sum of the expectations over al cals to IMPROVE-PACKING.
The expected number of iterations in each call to IMPROVE-PACKING With e = 1/6is O(pAg* log m +
k), and each call during c-scaling is expected to have O(e~2plog(me™!) + K) iterations. For both
of these bounds, the first term is identical to the bound for the deterministic case. There are at most
log p calsto ImPRoVE-PAckING with e =1/6, and log €5 calls during e-scaling, and hence there are
O(e52p log(mey ) + log(peg ! k) iterations expected in total.

To complete the proof, we must also observe that the routine to check P2 is expected to be called in
only an O( I/k) fraction of the iterations. This implies the theorem. |

In fact, it is straightforward to bound the expected number of calls to optimize over each P¢, £ =
1,...,k, by O(e2pt log(me1) + log(pe~1)). Let T* denote the time required for the minimization over
P*. Assume that the minimization over P, used by the deterministic algorithm, takestime T = 3, T
Notice that if we have, in addition, that T¢ = T'/k foreach £ = 1,...,k, or p* = pforeach £ =1,...,k,
then the time required for running the subroutines in the randomized version is expected to be a factor of
k less than was required in the deterministic version.

If T =Y, T* then we can combine the deterministic and the randomized algorithms in a natural
way. By running one iteration of the deterministic algorithm after every k iterations of the randomized
one, we obtain an agorithm that smultaneoudly has the expected performance of Theorem 2.7 and the
worst-case performance of Theorem 2.5, except that it will need to compute Az (for the current solution
x) k times more often than is required by Theorem 2.5. Finally, in the introduction, we mentioned that
results about expectation could be converted into results that hold with high probability by repeatedly
running the algorithm for twice as long as its expected running time bound. In fact, the structure of our
algorithm makes this “restarting” unnecessary, since the final solution abtained by IMPROVE-PACKING is at
least as good as the initial solution. Thus, all of our results can be extended to yield running time bounds
that hold with high probability, without changing the algorithm.
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Relaxed Versions. Itisnot hard to show that our relaxed decision procedure for the packing problem
could also use a subroutine that finds a point in P of cost not much more than the minimum, and this
gives a bound on the number of iterations of the same order of magnitude as the original version.

Theorem 2.8 If the optimization subroutine (1) used in each iteration of IMPROVE-PACKING is replaced by an
algorithm that finds a point Z € P such that y*AZ < (1 + €¢/2)Cp(y) + (¢/2)Ay*b for any given y > O,
then the resulting procedure yields a relaxed decision procedure for the packing problem; furthermore, in either
the deterministic or the randomized implementations, the number of iterations can be bounded exactly as in
Theorems 2.5 and 2.7, respectively.

Proof: It is easy to prove that the analog of Lemma 2.3 remains valid, using o < €/( 8ap). The only
change in the proof is to use the second-order Taylor theorem with |§| < ¢/8 <1/8, in order to bound the
second-order error term for e2+4 by e|6|e® /4; this yields that the improvement in the potential function is
at least (¢/2)ao A®. Lemma 2.6 can be modified similarly. Since thisimprovement is of the same order,

the rest of the proof follows directly from these lemmas. |

In some applications, there is no efficient optimization subroutine known for the particular polytope
P, asin the case when this problem is NP-hard. However, Theorem 2.8 shows that it suffices to have a
fully polynomial approximation scheme for the problem.

Another use of this approximation is to convert our results to the RAM model of computation. In
this paper we have focused on a model that allows exact arithmetic and assumes that exponentiation can
be performed in a single step. As was done in [18] for the multicommodity flow problem, we can use
approximate exponentiation to compute an approximate dual solution 4 in O(m log(mpe™!)) time per
iteration. This dual has the property that if we use é = §* A in the optimization routine, then the order
of the number of iterations is the same as in the stronger model. This still does not suffice to convert the
results to the RAM model, since we must aso bound the precision needed for the computation. It is easy
to limit the length of the numbers by a polynomial in the input length, similar to the length of the numbers
used in exact linear programming algorithms. However, it might be possible to find an c-approximate
solution using decreased precision, as was done in [18] for the multicommodity flow problem. We leave
this as an open problem.

In the application to the minimum-cost multicommodity flow problem, even approximate optimization
over P will be too time consuming, and we will use a further relaxed subroutine. In order to be able to
use this relaxed subroutine, we must adapt the algorithm to solve a relaxed version of the packing problem
itself. The relaxed packing problem is defined as follows:

RELAXED PAcCkING: Given e > 0, anmxn nqnnegative matrix A, b > 0, and convex sets P and P
in the positive orthant such that P C P, find z € P such that Az < (1 + €)b, or show that Az € P such
that Ax < b.

The modified algorithm uses the following subroutine:
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Given adua solution y, find # € P such that

y* A% < min(y'Az : x € P). (6)

It is easy to adapt both the algorithms and the proofs for the relaxed problem using this subroutine.
For example, it is necessary to change only the second relaxed optimality condition, which becomes:

(P2) y* Az — yt A% < e(ytAz + \y'b),

where (x, A) and y denote the current solution in P and its corresponding dual, and 7 denotes the
solution returned by subroutine (6). Furthermore, ¢ is determined by p, the width of P with respect to
Ax < b. We shall state the resulting theorem for the case when P and P areinthe product form such
that P=P' x...x P*, P=P' x...x Pand P! C Ptfor£=1,..., k.

Theorem 2.9 The relaxed packing problem can be solved by a randomized algorithm that is expected to use
a total of O(e~2plog(me™1) + k log(pe~1)) calls to any of the subroutines (6) for P, Ptand Atz < b,
£ =1,..., K, or by a deterministic algorithm that uses O(e~2p log(me=1)) calls for P¢, P and Afz! < b,
foreach £ = 1,.. ., K, plus the time to compute 3_, A‘z¢, £=1,. .., K, for the current iterate (2, . . ., z¥)
between consecutive calls.

Integer Packing. In some cases, a modified version of the packing algorithm can aso be used to
find near-optimal solutions to the related integer packing problem. This approach is a generalization of
the approach used in [15] to obtain integer solutions to the uniform multicommodity flow problem. In
Section 6, we will apply this agorithm to the job-shop scheduling problem and the network embedding
problem.

To simplify notation, we outline the modification to IMPRoVE-PACKING to find integer solutions for the
case when P is not in product form. If the input solution x is given explicitly as a convex combination
of points z° € P returned by the subrouting, x = Y, »*z*, then each iterate produced by the algorithm
is maintained as such a convex combination. Furthermore, if the values v, for the input are al integer
multiples of the value of ¢ for this call to the algorithm, then this property will aso be maintained throughout
its execution.

The original version of the packing algorithm updates x by setting it equal to (1 — o)z + 0%, where
Z € P is the point returned by the subroutine. Even if both x and ¢Z are integra the new point
(1 - o)z + oz might not be. The modified algorithm computes y* Az* for every point z* in the convex
combination. It selects the point z? with maximum y* Az? , and updates X to x + o(Z — z?). Since the
current iterate is represented as a convex combination where each v* is an integer multiple of o, the
updated point isin P; furthermore, the updated point can be similarly represented. To bound the number
of iterations, we again use the potential function ¢, and the same calculation asin Lemma 2.3 shows that
the decrease in @ during oneiteration is at least ag( 1 —€)yt Az? — Cp (y ) . Sinceyt Az? > y* Ax by the
choice of g, it follows that this decrease is at least ageA®; thus we get an identical bound for the number
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of iterations for this modified version of the algorithm. The disadvantage of this version is that we need
more time per iteration. In addition to the call to the subroutine, we must find the current solution z? with
maximum y¢ Az? .

We dtate the resulting theorem for the version of ImPrRovE-PAckING for packing problems in the product
form P = P! x - - - x P* and inequalities 3, A‘z* < b. The agorithm maintains each z‘ € P! as a
convex combination of pointsin P*¢ returned by the subroutine with coefficients that are integer multiples
of the current value of. We further modify the deterministic version in order to maintain ¢ as large as
possible: in each iteration, we will update only one ¢, deterministically choosing £ to maximize aotAy;
the analysis of the randomized algorithm is based on the fact that the expected decrease of @ is the
expectation of aatA,, and so by choosing the maximum, we guarantee as least as good an improvement
in ®. Furthermore, in contrast to the randomized version, we till check if P2 holds each iteration, and so
there is no need to count iterations when P2 is satisfied, but this is not detected.

Theorem 2.10 For any ¢, 0 < € < 1, given an input solution (z!,...,z¥) € P! x ... x P*, where
each ! is represented as a convex combination of solutions returned by the subroutine (1) for P¢ and A%,
and the coefficients are integer multiples of the current step size ¢, £=1, . . ., k, the modified version of
IMPROVE-PACKING finds a similarly represented solution to the PACKING problem which is GE-optimal, or else
the corresponding value of X has been reduced by a factor of 2. The randomized version of the algorithm is
expected to use a total of O(A;'e~3plog(me") + ke~!) calls to any of the subroutines (1) for P and A,
£ =1,..., k; the deterministic version of the algorithm uses O(Ay'e=3plog(me=') + ke~?) calls to the
subroutine (1) for P* and A, foreach £=1, ..., k. If the initial solution is O(e)-optimal, then the number of
calls for both the deterministic and randomized versions is a factor of ™! smaller.

We use this result to obtain an integer packing theorem. For simplicity of notation, we shall state
the result in terms of p = max, p, instead of the individual p* values. We shall assume that there is a
parameter d such that each coordinate of any point returned by the subroutine is an integer multiple of d.
If each o* is an integer multiple of |/d, then the current solution isintegral. We will set o* equa to the
minimum of 1 and the maximum value 27 /d that is a most p, , Where r is an integer. The algorithm
will work by repeatedly calling the modified version of ImPRoVE-PACKING, and will terminate as soon as
Efp < %‘. The main outline of the algorithm is the same as above. First set e = 1/6, and repeatedly call
the modified version of IMPROVE-PACKING until a 6e-optimal solution has been found. Then we begin the
E-scaling phase, and continue until o* becomes too small, where s is such that p* = p. Unlike the previous
algorithms, this algorithm continues even if it has been shown that there does not exist x € P such that
Ax < b. Thisagorithm finds an integer point in P, but it might only satisfy a greatly relaxed version of
the packing constraints. The following theorem gives a bound on the quality of the solution delivered by
this algorithm. The theorem is an extension of aresult in [ 15] for the multicommodity flow problem with
uniform capacities. The existence of an integer solution under similar assumptions has been proven by
Raghavan [21]. However, Raghavan constructs the integer solution using linear programming.

Theorem 2.11 Let X' = max()*, (p/d) log m). There exists an integral solution to 3~, A%z* < Ab with
zf € Pt and X < X* + O(y/N(p/d) log(mkd)). Repeated calls to the randomized integer version of
IMPROVE-PACKING find such a solution (Z,X) with an expected total of O(dp/p + p log(m)/ X + k log(dp/5))
calls to any of the subroutines (1) for Pf and A%, £=1,.. ., k. A deterministic version of the algorithm uses
O(dp/p + plog(m)/X + k log(dp/p)) calls to each of the k subroutines.
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Proof: We first analyze the number of iterations of the deterministic algorithm given above, using
Theorem 2.10 in a way similar to the analysis of the agorithm for the fractional packing problem.
Let (Z, A) denote the solution output by the algorithm. First we compute the number of iterations when
e = 1/6. The first term of the bound in Theorem 2.10 depends on A~!, which doubles with each
call to IMPROVE-PACKING, and so its total contribution can be bounded by its value for the final call with
€ =1/6. Since the value of X changes by at most a factor of 2 during c-scaling, this term contributes a
total of O(p log(m)/X) iterations to the overall bound. The contribution of the second term is k times
the number of times that IMPROVE-PACKING is called with e = 1/6; this yields a term of O(k log(p/)))
in the overall bound. To bound the number of iterations during c-scaling, we first bound the value of
€ a termination. Focus on the call to ImPRoVE-PAckING for which o < I/d, where s is such that
p° = p. Recall that A* < X < 2X* throughout c-scaling. Since a* = ©(e2\/(p log(me™1))), it suffices
to have e = Q(+y/plog(mkd)/(A*d)), in order that o* < I/d. The total contribution of the first term
of the bound in Theorem 2.10 throughout c-scaling can again be bounded by its value for the final call
to IMPROVE-PACKING, which is O(pd/p). The total contribution of the second term can be bounded by
0( k log e~1) = 0( k log( Ad/p)). This yields the claimed bound. The analysis of the randomized version
isidentical.

Next consider the quality of the solution found. The algorithm can terminate due to reducing ¢ below
I/d either while e = 1/6, or during the c-scaling. Suppose that the former option occurs. We know
that o® > €/(8ap®) = Q(A/(plogm)). This implies that X = 0( (5/d) log m), and this is within the
claimed bound. Next assume that € < 1/6 when o* becomes less than 1/d. Since A* < X < 2X*
and o = O(e/(ap®)), we see that o* = O(e2X*/(plog(me1))) in this case. This implies that
€ = O(y/plog(me=1)/(dX*)), whichis O(+/plog(mkd)/(dA*)). The output, which is obtained at the
end of the previous scaling phase, is O(e)-optimal. Therefore, A meets the claimed bound. |

3 Fractional Covering Problem

The fractional covering problem is defined as follows:

Covering: 37z € P such that Ax > b, where A is anonnegative m x n matrix, b >0, and P isa
convex set in the positive orthant of R™.

In this section, we shall describe a relaxed decision procedure for the fractiona covering problem
whose running time depends on the width p of P relativeto Ax > b; asin the previous section, the width
is defined max; max,ep a;x/b;.

We shall assume that we are given a fast subroutine to solve the following optimization problem for P
and A:
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Given an mdimensional vector y > 0, find £ € P such that

c# = min(cx : x € P), where ¢ = ytA. (7)

For a given error parameter € > 0, an E-approximate solution to the CoverINng problem is a vector
X € Psuchthat Ax > (1 — €)b; an exact solution is a vector x € P such that Ax > b.

Relaxed Optimality. Consider the following optimization version of the COVERING problem:
max() : Ax > Xband x € P), (8)

and let A* denote its optimal value. For each x € P there is a corresponding maximum value X such that
Ax > Xb. We shall use the notation (x, A) to denote that X is the maximum value corresponding to x. A
solution (x,X) is c-optimal if x € P and A > (1 — €)A*.

The method to solve this problem is analogous to the one used for the fractional packing problem. Let
y > 0, y € R™ denote a dual solution, and let C¢(y) denote the maximum value of cz for any x € P
wherec =y A. Let (X, A) denote a feasible solution, and consider the following chain of inequalities:

Mytb < ytAz < Ce(y). 9)

Observe that for any dual solution y, the value C¢(y)/ytb is an upper bound on A*. We will use the
following two relaxed optimality conditions.

(Cl) @ + e)Ay*d > ytAx
(€2) Ce(y) - y' Az < €(Cc(y) + y'b).

Note that the last term in P2 is A times the last term in C2. This is done to improve the running times.
Due to this difference in the definition we cannot claim that a pair (x, A) and y satisfying condition Cl and
C2 are c-optimal unless A iscloseto 1. We have the following lemma instead.

Lemma 3.1 Suppose that (x, A) and y are feasible primal and dual solutions that satisfy the relaxed optimality
conditions Cl and C2. If A < 1 - 3¢, then there does not exist an exact solution to the fractional covering
problem. If A > 1 — 3¢, then x is 3e-optimal.

Proof: Cl and C2 imply that
Ce(y) < Q-7 (y'Az+ey'd) < (1-e)7((1+ )X +e)y'd.

Consider the case when A > 1 — 3e. For any dua solutiony, A* < Ce(y)/ (! b). Thisimplies that

.)l:< Cely) <c(@+e)A+e<1+e € < 1

A T Ayth T XL — € Tl-e+(1-€)(1-3¢)~1-3€
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IMPROVE-COVER(z, €)

Xo — mini a;z/b;; a «— 4X5 e In(dme™1); 0 ﬁ;.

While mini a;z/b; <2X¢ and x and y do not satisfy C2
Foreachi=1,..., m:sety; « Le-a®/b,
Find a maximum-cost point € P for costs ¢ = y*A.
Update X « (1 — o)z + 0.

Return Xx.

Figure 3: Procedure IMPROVE-COVER.

On the other hand, if A< 1 - 3¢, we have

A* < CC(y) < (1 + 5)(1 — 34 + €
-yt~ 1-¢

<1

Hence, in this case, there is no exact solution to the fractional covering problem. |

The Algorithm. The heart of the covering algorithm is the procedure IMPROVE-COVER (see Figure 3),
which is the covering analog of the procedure IMPROVE-PACKING. It uses a dua solution y defined as a
function of z, where y; = L e~:2/b: for some parameter a; y is the dual solution corresponding to x.
Throughout the procedure, the current solution (x, A) and its corresponding dual solution y will satisfy Cl.
If C2 isaso satisfied, then we can either conclude that no feasible solution exists, or that A is sufficiently
close to optimality, and we can terminate. Otherwise, we find the point £ € P that attains the maximum
Cc(y), and we modify x by moving a small amount towards Z. This will decrease the potential function
® = y'b, and gradually increase \.

The following lemmais similar to Lemma 2.2.

Lemma 3.2 Ifa>2X"1e ! In(4me~!) and O <€ < 1, then any feasible solution (x, A) and its corre-
sponding dual solution y satisfy Cl.

Proof: For this proof, it is useful to introduce alocaliied version of Cl.
(Cl) Foreachi=1,...,m, (1 + €/2)Ab; 2 a;x or aizy; < 5= Ay'h.
Note that 1 implies that

awy S (1 + ¢/2Ayibi + 32y

Summing up over all 4, we see that C1 implies Cl.

Next we show that the hypothesis of the lemma implies that €1 is satisfied. Notice that ytb =
>, e~2%%/b By the maximality property of A, we have that b is at least e~**. Consider any row i for
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which (1 + €/2)Ab; < a;xz and let \; = a;z/b;. This implies that A; > (1 + ¢/2)\. If az > 1, then
ze~** isamonotonically nonincreasing function of z. Since, by definition of a, we have A\;a > da > 1,
we get that

a;TY; (a;x/b;)e—o%z/b )\ e~ @+ 6/2)/\6"""(”‘/2) + —aer/2 €A
—_ — < —_—
yib = ytb ytb < e-aA (1 €/2he — 2m I

Next we prove that for an appropriately chosen o, the new solution significantly reduces the potential
function ® = ytb = 2', e—aaiz/bi

Lemma 3.3 Consider a point x € P and an error parameter ¢, 0 < € < 1, such that x and its corresponding
dual solution y have potential function value ® and do not satisfy C2. Let Z € P attain the maximum C¢(y).
Assume that o < Z:Tp' Define a new solution by Z = (1 — o)z + 0%, and let @ denote the potential function

value for £ and its corresponding dual solution . Then ® — & > eacd.

Proof: By the definition of p, Ax < pb and Az < pb. Thisimpliesthat ac|a;x — a;%|/b; < €/4 <1/4.
Using the second-order Taylor theorem we see that if |6] < e/4 < 1/4, then, for all x, ¥+ < e® + Sg” +
£16|e®. Setting 6 = ao(a;z — a;&)/b;, we see that

?i < Yi + _l_(m(alix—_—aiz)e—aaiz/b; + lgaala’im—a’ixl e_aa‘.m/b‘.

b; b; b; 2b;
1 . 1 .
< v+ aazj(aiil? —a;T)y; + eaaﬁ(aiﬂ? + a;%)y;.

Using thisinequality to bound the change in the potential function, we get
*-¢ = Z(yi - $:)bi 2 ao Ei:(aiﬁ - a;T)y; — 040% Z(aei + a;T)y;
= ao(y'Az - y'Az) - aag(y‘A:?: + y'Az)
€
= ao(Ce(y) - y*Az) - aai(Cc(y) + ytAz) > ao(Ce(y) — y*Az) — aoeCe(y).
Since C2 is not satisfied, the decreasein @ is at least aoe®. |}

Next we show that the chosen value of « is large enough to guarantee that condition CI is always
satisfied during the execution of IMPROVE-COVER.

Lemma 3.4 If O <e < 1, then throughout the execution of IMPROVE-COVER, the current solution (x, A) has
A >3)/4

Proof: The value of the potential function ® does not increase during the execution of IMPROVE-COVER.
Initially, ® < me~*, and for any current solution (x, A), ® > e~*. Therefore

do—A< —;—lnm < €eXg/4 < No/4.
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Thisimpliesthat A > 3X,/4. B

Since we set a = 4e ! \! log(me~1), Lemma 3.2 implies that Cl is satisfied throughout the execution
of IMPROVE-COVER. Since o is set equal to @ the decrease in the potential function due to a single

iteration is Q( %I)). Observe that during asingle call to IMPROVE-COVER we havee=20% < § < me~*o,

If the initial solution is GE-optimal for e <1/12, then we have the tighter bound, e=*(1=8)7"% < & <
me~*_ This, together with Lemma 3.3, can be used to bound the number of iterations in a single call
to IMPROVE-COVER.

Theorem 3.5 The procedure IMPROVE-COVER terminates in O(e=3plog(me™1)) iterations. If the initial
solution is 6e-optimal for € <1/12, then IMPROVE-PACKING terminates in O(e~2plog(me™1)) iterations.

We use the procedure IMPROVE-COVER repeatedly to find an eg-approximate solution. Before this, we
must specify how to obtain an initial solution of sufficient quality, which is somewhat more involved than for
the packing analog (where any initia solution in P suffices). For eachi=1, ..., m, wefind z; € P that
maximizes a;z; this takes m calls to the subroutine. If there exists an 1 such that maz(a;x : x € P) <b;,
then we can conclude that no exact solution for the Covering problem exists. Otherwise, we take
(I/m) 3=, z; as the initial solution, for which the corresponding value of A is at least I/m.

Lemma 3.6 With m calls to the subroutine (7) for P and A, we can either find a solution x € P satisfying
AX > (1/m)b, or conclude that there does not exist an exact solution to the COVERING problem.

The basic approach to using IMPROVE-COVER to obtain an eg-approximate solution closely parallels
the packing agorithm. First set e = 1/6 and start with the point x € P given by the previous lemma;
this is a solution (x, A) with A > I/m. Between consecutive calls to IMPROVE-COVER, we increase Aq
by at least afactor of 2, and so within log m iterations, IMPROVE-COVER must output an exact solution
or else find feasible primal and dual solutions (x, A) and y that satisfy Cl and C2. Suppose the latter
occurs. If A <1 — 3e =1/2, then the algorithm concludes that no exact solution exists (by Lemma 3.1);
otherwise, A >1/2 and x is 1/2-optimal. If € > 1/2 then the algorithm outputs x and stops; otherwise,
we proceed to e-scaling. Each scaling phase decreases e by a factor of 2, and then makes a single call to
IMPROVE-COVER. The algorithm checksiif the resulting solution (x, A) is an c,-approximate solution, and
if so, outputs x and stops. Otherwise, it checks if A <1 — 3¢, and if so, claims that no exact solution
exists and stops. If neither termination criterion is satisfied, the algorithm proceeds to the next phase. The
input to each scaling phase has A > 1 — 3e >1/2, and so the output is either an exact solution, or else
satisfies the relaxed optimality conditions. Note that the output must be 3eoptimal in the only case when
further phases are needed. Hence, each call to IMPROVE-COVER has an input that is a GE-optimal solution
with the new € < 1/12. Furthermore, the algorithm is guaranteed to stop by the point when € < €;/3.
IMPROVE-COVER uses O( p log m) iterations for each of the O( log m) iterations with € = 1/6, and the
number of iterations during c-scaling is dominated by the the number of iterations during the final call to
IMPROVE-COVER, Which implies the following theorem.

Theorem 3.7 For 0 < € < 1, repeated calls to IMPROVE-COVER can be used so that the algorithm either
finds an c-approximate solution for the fractional covering problem, or proves that no exact solution exists; the
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algorithm uses O(m + p log® m + e~2p log(me™!)) calls to the subroutine (7) for P and A, plus the time to
compute AXx for the current iterate x between consecutive calls.

Randomized Version. Aswas true for the fraction packing problem, we can use randomization to speed
up the fractional covering algorithm if the polytopeisin product form. Supposethat P = P! x . .. x P*
and the inequalities, when written to reflect this structure, are 3~ Az¢ > b. In this case, a subroutine (7)
to compute C¢(y) for P and A consists of a call to each of k subroutines: subroutine (7) for P¢ and A¢,
£=1,..., k. Instead of calling al k subroutines each iteration, the randomized algorithm will make a call

to the subroutine (7) for P* and A for asinglevaues€{1, ... , k}. The choice of sis made at random,
according to a probability distribution that we will describe below, independently of choices made in other
iterations. A tentative modification of the current iterate (2, . . . , z*) is made, where only the coordinate

z* is updated. If this change causes the potential function to decrease, then it is really made; otherwise,
the current iterate is unchanged by this iteration. Since Cc(y) is hot computed each iteration, we cannot
check if C2 is satisfied; instead, in each iteration, with probability I/k, the algorithm does the additional
work needed to check this condition.

Let p¢ denote the width of P¢ subjectto A%z > Db, £=1,..., k. As in the case of the PAckING
problem, randomization speeds up the algorithm by roughly a factor of k if p! = p? = -+ . = p*, or
the k subroutines have the same time bound. The key to the randomized version of our agorithm is the
following lemma, which is analogous to Lemma 2.6.

Lemma 3.8 Consider apoint (z,. .., z*)€ P X . .. x P* with corresponding dual solution y and potential
function value ®, and an error parameter ¢, O < € < 1. Let Z° be a point in P* that maximizes the cost c*z?*,
where ¢* = y*A*%, s = 1,. . ., k, and assume that o* < min{e/(4p*a), 1). Define a new point by changing
only z°, where z° « (1 — g*)x® + o°%®. If & denotes the potential function value of the new solution, then
d - & > a0 ((1-e€)ytA®s® — ytA®z®).

Since the agorithm updates x only when ¢ decreases, the change in ® associated with updating z, is
ac® A, where A, = max{((1 — €)y*A*z* — y*A°’z*), 0}. We have restricted * < 1 to ensure that the
new point isin P; to get the maximum improvement, the algorithm sets o = min{ 1, ¢/ (4ap?) }. Let
S = {s: 4ap® < €} and define p” = 3°, .5 p°. The probability B(s) with which we pick an index sis
defined asfollows:

£ forsgs
ﬁ(s):{i forse S
215]

Using Lemma 3.8 instead of Lemma 3.3, we get the following theorem:

Theorem 3.9 For O < e < 1, repeated calls the randomized version of IMPROVE-COVER can be used so
that the algorithm either finds an E-optimal solution for the fractional covering problem defined by the polytope
P = P' x -.-x P* and inequalities 3, A*z® > b, or else proves that no exact solution exists; it is expected
to use a total of O(mk + plog? m + k log e™! + e~2plog(me=1)) calls to any of the subroutines (7) for P*
and A% £=1,. .., Kk, plus the time to compute Y-, A®x® between consecutive calls.
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Proof: Wefind aninitia solution using Lemma 3.6. This requires m calls to the subroutine (7) for each
Ptand A%, £=1,..., k.Hence we can assume that our initial solution (x, A) hasA > 1 /m.

Next we analyze a single cal to the randomized variant of IMPROVE-COVER, in a way completely
analogous to the analysis of the randomized version of IMPROVE-PACKING. There are two types of iterations:
those where C2 is satisfied, and those where it isn’t. We separately bound the expected number of each of
these. For the former, since C2 is checked with probability I/k in each iteration, there are O(k) of these
iterations expected before the algorithm detects that C2 is satisfied, and terminates. In the latter case, we
shall show that the expected decrease of & during each iteration is Q{ min{ €2/p, A~! log(me=)/k}®.
Since C2 is not satisfied, 3, A, > €®, where ag® A, is the decrease in ® associated with updating z,.
Using this fact and applying Lemma 3. 8 we see that the expected decreasein @ is

Z’:aaaAsﬂ(s) Z 4p o 2p At E 2|S‘

. € a € «a
- >mind —. —
m|n{sp,Zk};:lA,_mln{sp,Zk}eq’.

Since o = Qe A~ log(me~1)), we get the claimed decreasein ®.

v

To analyze the number of iterations, we once again apply the result of Karp [14]. This implies that
the randomized version of IMPROVE-COVER is expected to terminate in O(pe~3 10g (me=!) + ke~ Xy)
iterations, and is a factor of e~ faster if the initial solution is GE-optimal for e <1/12.

We use this randomized version of ImPrRovE-CoVER repeatedly to find an c,-approximate solution in
exactly the same way as in the deterministic case. First we set ¢ = 1/6, and then use c-scaling. The
contribution of terms that depend on A, or e=! can be bounded by their vaue for calls in which these
parameters are largest. For the remaining terms, we need only observe that there are O(log m) callsto
IMPROVE-COVER With e = 1/6, and O(log €;*) calls during e-scaling. To complete the proof, we note that
condition C2 is expected to be checked in an O( I/K) fraction of theiterations.

Relaxed Version. Itisnot hard to see that a subroutine that finds a point in P of cost not much less
than the maximum can be used in the agorithm, and gives a bound on the number of iterations of the
same order of magnitude.

Theorem 3.10 If the optimization subroutine (7) used in each iteration of IMPROVE-COVER is replaced by an
algorithm that finds a point & € P such that y* A% > (1 —€/2)Cc(y) — (¢/2) Ay* b for any given y > 0, then
the resulting procedure yields a relaxed decision procedure for the fractional covering problem; furthermore, in
either the deterministic or the randomized implementations, the number of iterations can be bounded exactly as
before, in Theorems 3.7 and 3.9, respectively.

Proof: It is easy to prove that the analogs of Lemmas 3.3 and 3.8 remain valid. The rest of the proof
follows from these lemmas. [l

In some of our applications, the optimization over P required by the original version of the algorithm

is difficult or even NP-hard. However, if there is a fast fully polynomial approximation scheme for the
problem, then Theorem 3.10 allows us to use it.
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4 The General Problem

Consider the class of problems in the following form:

GeneraL: 3?7z € P such that Ax <b, where A isan arbitrary m x n matrix, b isan arbitrary vector
and P is a convex set in R™.

We shall assume that we are given afast subroutine to solve the following optimization problem for P
and A:

Given an m-dimensiona vector y > 0, find apoint & € P such that:

c& = min(cz : X € P) where ¢ = y'A. (10

)

Given an error parameter ¢ > 0 and a positive vector d, we shall say that a point x € P is an
c-approximate solution if Ax < b + ed; an exact solution is a point x € P such that Ax < b . The
running time of the relaxed decision procedure for this problem depends on the width p of P relative to
Ax <b and d, which is defined in this case by

I zeP d; )

This formulation of the problem is quite general. We shall also be interested in a special case of this
problem, where the constraints can be viewed as simultaneous packing and covering constraints.

SIMULTANEOUS PACKING AND Coverine: 37z € P such that AX < b, and Az >bwhere Aand A are i x n
and (m — ) x N nonnegative matrices, b > 0 and b > 0, and P is a convex set in the positive orthant of R’

In other words, this is the specia case where the coefficients of each row of Ax < b are either all
positive (a packing constraint) or al negative (a covering constraint). Furthermore, given this interpretation
itisnatural to defined as d; = | b;}, fori=1,...,m.

To simplify notation for this special case, we will let a;z < b; denote the ith row of Ax <b and let
a;x > 13,- denote the ith row of Ax > b. Then, for agiven error parameter ¢, 0 < € < 1, an c-approximate
solution is a vector x € P such that Ax < (1 + €) b and Az > (1 — €)b. In the next section we will give
techniques to reduce the width p, which for this problem ismax, ¢ p max{ max; a;z/b;, max; a;z/ Ei}.

Relaxed Optimality. Consider the following optimization version of the GENERAL problem:

min( A: AX<b + A and x € P), (11)
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and let A* denote its optimal value. There exists an exact solution to the GENERAL problem if A* < 0.
For each x € P, there is a corresponding minimum value A such that Ax < b + Xd. We shall use the
notation (X, A) to denote that A is the minimum value corresponding to x. A solution (x, A) with x € P
is an c-approximate solution if A <e.

The agorithm for this problem is similar to the packing and covering algorithms discussed in the
previous two sections. Let y > 0, y € R™ denote a dual solution, and let Cg( y) denote the minimum
Cg(y) = min( y*Az — y*b : x € P). Let (X, A) denote a feasible solution, let y denote a dua solution
and consider the following chain of inequalities:

Mytd >yt Az — y'b > Cg(y). (12)

It follows that for any dua solutiony, A* > Cg (y)/yt d. Notice that if there exists an exact solution to the
GENERAL problem, then Cg(y) < 0 for each dual solution y. The relaxed optimality conditions for this
problem are defined as follows:

(G1) Ay'd < 4y*(Az - b)
(2) y'(Az —b) — Cg(y) < (A/5)y'd.
The relaxation in G2 seems weaker than in the case of the packing or covering problems, since neither

Cg (y) nor y* Ax isincluded on the right-hand side. However, Cg (y) < 0 whenever there exists an exact
solution, and y* Az is not known to be positive. The following lemmais the analog to Lemma 3.1.

Lemma 4.1 Suppose that (x, A) and y # O are feasible primal and dual solutions that satisfy the relaxed
optimality conditions G1 and G2, and A > O. Then there does not exist an exact solution to the GENERAL
problem.

Proof: Conditions G1 and G2 imply that

Ay'td > 5(y*(Az - b) — Cg(y)) > gz\ytd - 5Cg(y),

which implies that
Cs(y) > ! \y'd
The assumptions that d > 0 and y # 0 imply that y*d > 0. Since A > 0,

* Cg(y)>1
2 oel s,

and hence there does not exist an exact solution.
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IMPROVE-GENERAL(z, €)
Ao — max;(a;z — b;)/d;i; o — 4,\6‘1 ln(6mp,\(‘,‘1); o ﬂ’}f;;.
While max;(a;z — b;)/d; > Ao/2 and x and y do not satisfy 92
Foreachi=1,..., m:set y; dl'_e"‘(“i’_b")/d*.
Find aminimum-cost point Z € P for costs ¢ = ytA.
Update £ «— (1 - o)z + o3.
Return Xx.

Figure 4: Procedure IMPROVE-GENERAL.

The Algorithm. The heart of the algorithm is procedure IMPROVE-GENERAL (See Figure 4), which is
the analog of procedures IMPROVE-PACKING and IMPROVE-COVER. For each X, let y be the dual solution
corresponding to X, wherey; = ;{;ea(“*’”"’i)/di for some choice of the parameter a. Condition G1 will
be satisfied throughout the procedure. If the current solution (x, A) has A < ¢, then x is an e-approximate
solution. If A > ¢, and G2 is satisfied as well, then, by Lemma 4.1, we can conclude that there does not
exist an exact solution. Otherwise, we use the point Z € P that attains the minimum Cg( y) to modify
x by moving a small amount towards . This decreases the potentia function ® = y*d, and gradually
decreases A.

We firgt prove that if a is sufficiently large, then G1 is satisfied.

Lemma 4.2 If a>2)A~! In(6mpA~!), then any feasible solution (x, A) and its corresponding dual solution
y satisfy G1.

Proof: Consider the following localized version of G 1:
(G1)foreachi =1, .., m, 2(a;z — b;) > Ad; or yud; < Mytd/(6mp).

We first show that §1 implies G1. Let | denote the set of indices such that 2(a;x — b;) > Ad;. Then,
using A < p, we see that

Md = A ydi+ A ZI: y:id; <2 ; (a;x — b;)y; + Z; Nytd/(6mp)

i€l ig

< W(Ae-b)+2 Y pla - bl + M'd/6 =2 (Az - b) + 2 3 e B d‘ﬁl + My'd/6
igl igl t
< 2 (Az - b) + 2p)_ yidi + My'd/6 < 2y*(Az — b) + (1/2)My'd.
("3

Hence, condition G1impliesthat Aytd < 4y'(Az — b).

Next we show that our choice of o implies that G1 is satisfied. Consider any row 4 such that
Ad; > 2(a;x - b;). By the definition of y;, we have that y;d; < e®*/2. Also, by the minimality property
of A, yid > e**. Therefore,

yidi < _a,\/2 < A

ytd ~ 6mp
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We prove next that for an appropriate choice of ¢, updating the solution significantly reduces the
potential function ® = yid = ¥, ex(@iz=b)/di

Lemma 4.3 Consider a point € P and an error parameter ¢, 0 < € < 1, such that (z, A) and its
corresponding dual solution y have potentlal function value ® and do not satisfy 2. Let & E P attain the
minimum Cg(y). Assume that o < 5125 Define a new solution £ = (1 — o)z + 0%, and let & denote the

potential function value for £ and its correspondlng dual solution g. Then & — &= Q(acA).

Proof: By the definition of p, we havethat A < p, aswell as|a;z — b; |/d; < p and |a;Z — b | /d; <

i = 1,...,m. Hence, o0 < 1/(24ap), and this implies that ac|a;z — a;Z|/d; = ac|(a;x — b;) —
(a;& — b;)|/d; <1/12. Using the second-order Taylor theorem, we see that if |§] < 1/2, then, for al z,
e*t8 < e + S’ + 6%e”. Setting 6 = ao(a;% — a;x)/d;, we see that

. 1 ao(a;% — a;x)

2 ~
< la 0’2|a,-$ - a,ix|2
Yo S ¥ -+

- a(a;z—b;)/d; —
ds d; ¢ + d; d?

< oy + _1_(( 7 A
S ¥itaos T — b;) — (a;z - b))y; + = “——(a:F — b) - (a;z - b;)|*y:.

ea(a.-z—-b.-)/d;

We use this inequality to bound the change in the potentia function:

A

-2 = Z(yi - §:)d;

i — b)) — (a;& = by)|?
> ao Z((aix —b;) = (a:% — b;))y; — a’o? Z G ) dz(a Z - b yidi
= ao(y'(Az - b) — Cy(y)) — 40?a?p*y'd > ao(A/5 — 4aop?)®.
Since o < \/(24ap?), we see that the decrease in @ is Q(Aaoc®). |

During IMPROVE-GENERAL, 0 iS set equa to —°—, and so the decrease in the potential function

due to a single iteration is §( %; ®). Observe that during a single call to IMPROVE-GENERAL We have

e®/2 < d < me®ro. This, together with the previous lemma, can be used to bound the number of
iterationsin asingle call to IMPROVE-GENERAL.

Theorem 4.4 The procedure IMPROVE-GENERAL terminates in O(p? A 2 log(mp)g!)) iterations.

We use the procedure ImProvE-GENERAL repeatedly to find an c-approximate solution. We start by
calling IMPROVE-GENERAL with any point in P and let (x, A) denote its output. We check if A <¢, and if so
output the c-approximate solution x, and stop. If A > e and condition (G2) is satisfied, then we conclude
that there does not exist a solution and stop. If neither termination condition is satisfied, then this process
is repeated, where the new input to IMPROVE-GENERAL is its previous output. Note that if the output (x, A)
of any call to IMPROVE-GENERAL does not satisfy G2, then the value A must have decreased by at least a
factor of 2. By observing that the number of iterations during the last call to IMPROVE-GENERAL dominates
the total number of iterations, we obtain the following theorem.
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Theorem 4.5 For any €,0 < e < 1, repeated calls to IMPROVE-GENERAL Yields an algorithm that finds
an E-approximate solution to the GENERAL problem or proves that no exact solution exists; the algorithm uses
O(p?e~2log(mpe™1)) calls to the subroutine (10) for P and A, plus the time to compute Az for the current
iterate x between consecutive calls.

Randomized Version. Aswas true for the fraction packing and covering problems, we can use ran-
domization to speed up the algorithm for the general problem if the polytope isin product form. Suppose
that P = P! x . . .x P* and the inequalities, when written to reflect this structure, are 3 A%z < b. Let
pt be the width of P¢ relativeto Azt <bandd,£=1, ...,k If p'=p%=...=pt=p, then we
can speed up the agorithm by roughly afactor of k. The idea of the improved version is analogous to the
randomized versions of the packing and covering agorithms.

A subroutine to compute Cg (y ) for P consists of calls to k subroutines: subroutine (10) for P and A%,
£=1/..., k. Ineach iteration, the modified IMPrROVE-GENERAL randomly picksan index s€{1, ..., k},
calls subroutine (10) for P* and A, and uses the solution computed by this call to compute a tentative
update for z*, whereas all other components of the current iterate  are unchanged. We update z* only
if thisresultsin adecreasein ®. Since G2 is not computed by this subroutine call, in each iteration, with
probability 1/k, the algorithm does the additional work needed to check if G2 is satisfied.

The key to the improved version of our algorithm is the following lemma, which is analogous to
Lemmas 2.6 and 3.8.

Lemma 4.6 Consider a point (:::1, e av’”)eP1 X ... x P* with corresponding dual solution 4 and potential
function value ®, and an error parameter ¢, 0 < € < 1. Let Z° be a point in P? that minimizes the cost ¢*z?,
where ¢® = y*A*, s = 1,. . ., k, and assume that o* < min{\/(24ap®p), 1). Let the new solution be
defined by changing only z* where z* « (1 —o*)z*® + g*Z®. If & denotes the potential function value of the
new solution, then & — & = Q(ac*(ytA*z® — ytA°2*) — 402 (0°)?(p°)2yd).

Since the agorithm updates x only when & decreases, the change in ¢ associated with updating
T, is ao’A,, where A, = max{(y*A*z* — ytA°%*) — dao® (p°)%y'd, 0}. We have restricted o* < 1
to ensure that the new point is in P; to get the maximum improvement, the algorithm sets o* =
min{)/(24ap°p), 1). Let S = {s : 24ap’p < A} and p' = 3,45 p*. The probability B(s) with which
we pick an index s is defined as follows:

% fors¢ S
ﬁ forse S

- |

The following theorem is analogous to Theorems 2.7 and 3.9.

Theorem 4.7 For O < e < 1, repeated calls the randomized version of IMPROVE-GENERAL can be used
so that the algorithm either finds an E-optimal solution for the general problem defined by the polytope P =
Plx... x P* and inequalities Z, Alzt < b and tolerance vector d, or else proves that no exact solution
exists; it is expected to use a total of O(p?e~2 log(pme 1) + k log(pe~1)) calls to any of the subroutines (10)
for P¢and A%, £=1,..., K, plus the time to compute 3", A*z¢ between consecutive calls.
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Proof: The proof of thistheorem is analogous to the proofs of the randomized a gorithm analyzed above.
We first consider one call to IMPROVE-GENERAL. Once again, there are two types of iterations: those
where G2 is satisfied, and those where it isn't. To bound the expected number of the first type, we
note that we terminate after each such iteration with probability 1/k, and hence we expect that O(k)
suffice. For the second type, we first give a lower bound on the expected decrease of the potentia
function ®. Recall that as® A, is the decrease in ¢ associated with updating z,. Furthermore, since
o* < A/ (24ap°p), Y- ac®(p®)? < A\/24. Applying this along with the fact that G2 is not satisfied, we
have that -, A, > A®/5 — 4A®/24 = A®/30. Hence, we get that the expected decrease in @ is

A p° a
ac’AB(s) = a —A+ ) —A,
; ( ,gzs 24ap’p 2p' ,EZ; 2|S|

A o) A a) A
> min{ ——, — > min{ —, — } —®.
= mm{48p2’2k}§A""mm{48p2’2k}30¢

Once again, we use the result of Karp [14] to analyze the running time. The above bound on the
expected decrease in ® implies that the randomized version of IMPROVE-GENERAL is expected to terminate
after O(p? A3 2 log(pmA;!) + K) iterations. The number of times we call the modified IMPROVE-GENERAL
is bounded by O(log(pe~')). The overal time bound follows from the fact that A\, decreases by a factor
of 2 each time we invoke the procedure, as well as the fact that the routine to check G2 is expected to be
caledina0( 1 /k) fraction of theiterations. |

5 Decreasing the width p

The running times of our algorithms are proportional to the width p. In this section we present techniques
that transform the original problem into an equivalent one, while reducing the width. Each of the techniques
assumes the existence of a particular fast subroutine related to optimization over P; different subroutines
might be available in different applications.

Relaxation of Integer Programming. In some cases, the primary interest in solving a particular
fractiona packing problem is to obtain a lower bound on an integer program of the form: minimize cx
subject to A’x < b’ and x € P, where the constraints constitute an integer packing problem and ¢ > 0.
As aresult, we wish to decide if there exists a fractiona solution x € P that satisfies packing constraints
Ax < b, that consist of A’x < b’ and ez < by, for some value b,. We shall give a technique to reduce the
width of fractional packing problems that arise in this way.

The assumptions that A > 0 and P is in the nonnegative orthant imply that any integer solution
must satisfy z; = O whenever there exists an index ¢ such that a;; > b;. Hence, instead of using
P, we can tighten the fractional relaxation, and use P = {x : x € P, z; = 0 if j € J}, where
J ={j : Ji such that a;; > b;}. The width p of P relativeto Ax < b is bounded by ¢ = max,ep 3, ;.
For example, if the variables of the integer program are restricted tobe O or 1, we get { < n.

Theorem 5.1 For any €, 0 < € < 1, there is an E-relaxed decision procedure to solve a fractional packing
problem that is derived from an integer packing problem in O(e=2¢ log(me™!)) calls to the subroutine that finds
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a minimum-cost point in the restricted polytope P, plus the time to compute the value of the left-hand side of the
packing constraints for the current iterate after each update. If x <1 for all x € P, then { < n.

If P isa direct product of convex sets, then so is P, and hence the same technique can be applied for
speeding up the randomized version of the packing algorithm aswell.

Restricting P*. The next technique can be applied for some packing problems where P is a product
of convex sets in smaller dimension. The idea is to define the same packing problem using a different
polytope that has a smaller width. This technique can be applied for multicommodity flow problems (to
obtain the formulation used in {18]) and for the preemptive machine scheduling problem, which will be
discussed in the next section.

Consider a packing problem defined by the convex set P = P! x . . . x P*, and the inequalities
>, Alzt < b. Itis easy to see that the convex set P = P! ... .. P*, where P! = {z! € P*: Alz!< b},
£ =1,...,k, and the same inequalities define the same fractional packing problem, and has p < k. Itis
possible that one of the polytopes, P, £=1, ..., K, isempty, and if so, the optimization routine for P*
will detect this, and thereby prove that there does not exist an exact solution to the original problem.

Theorem 5.2 For any ¢, 0 < € < 1, there is an E-relaxed decision procedure to solve a fractional
packing problem defined by P = P* x .. . x P¥ and 3", A%z < b that is expected to use a total of
O(e~2k log(me™1) + k log k) calls to a subroutine that finds a minimum-cost point in P¢,£=1,.. ., K, and
a deterministic version that uses O(e~2k? log(me™!)) such calls, plus the time to compute the value of the
left-hand side of the packing constraints for the current iterate after each update.

Recall that the multicommodity flow problem can be defined with P* being the dominant of the convex
combinations of al paths from the source of commodity £ to its sink. In this case, optimization over Pt isa
shortest path computation, but the parameter p defined by the problem can be arbitrarily high. The above
technique imposes capacity constraints on the flows of individual commodities (since a flow is a convex
combinations of paths). The resulting equivalent formulation has p < K, but the required subroutine is the
more time consuming minimum-cost flow computation.

Decomposition for Packing Problems. Consider the packing problem defined by a polytope P
and inequalities AX < b. We introduce a decomposition technique that defines a related problem with
decreased width by replacing P and A by an equivalent problem in the product form. This decomposition
can be used in cases where P is a polytope and we are given a subroutine that is more sophisticated than
an optimization routine for P; the details of this routine will be given below. This technique will be used
to solve the minimum-cost multicommodity flow problem in the next section.

For simplicity of presentation, we shall initially work with fractional packing problems where the
polytope is a simplex. This is, in fact, without loss of generality, since each packing problem is equivalent

to a problem in this form. To see this, let vy, ..., v, denote alist of the vertices of P. Each point
x € P can be written as a convex combination of the vertices of P: x = 3°; &;v;, where 3, §; = 1
and§;>0,j=1...,s Ifwelet§,j=1,..., s bethevariables of the transformed problem, then

this yields a problem in which the polytope is a simplex, possibly with exponentially many variables; the
packing constraints are now represented as H¢ < b, where H = (h,;) and hy; = a;v;. Observe that
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this change of coordinates does not change the width. In order to apply the packing agorithm to the
transformed problem, we need a subroutine that finds j such that the jth coordinate of the vector y*H is
minimum. Substituting the definition of H, this means that we need a subroutine that finds a vertex v; of
P that has minimum cost cv; where ¢ = y*A.

Now we show how to obtain an equivalent problem for which the width is roughly half of its origina
value p. In order to facilitate recursion, we will assume that the simplex is defined by S={(¢,, &2, ..., &)
¢ =48 20,5 = 1,..., s} for some d. We introduce two copies of each variable ¢; : ¢; and
. 1fwelet J' = {i : 32 such that hy;d > 2mb;}, then the new polytope is S* X S, where
S=(1/2)S={¢:3,¢=d/2,6>0}and ST ={¢': (1€ S, ¢ = 0if j € J'}. The new system
of packing inequalitiesis H¢! + HE' < b. Note that the width of S relativeto H¢' < b is p/2; for any
e st

D ki€l <Y (2mb/d)E} < (2mbi/d) Y & <mbi, i=1,...,m,
j igJ j
and hence the width of S! relativeto H¢* < b isat most m.

If we apply the same transformation to S, after k = [log p] applications we obtain a fractional packing
problem where the polytope is a product of k + 1 polytopes, S*x .. .x S*x S, and a set of inequalities
of the form -, H¢! + HE' < b, where S =27%8, and §¢ = {¢!: ¢4 € 2745, ¢L = 0/if j € J*} where
J¢ = {j : 3i such that h;;d > 2¢mb;}. Since, for any £° € S,

z hzj{f < Z (2tmb1/d)€; < (2tmbi/d) 2 5; S mbi, 1= 1; <oy,

jgJ* J

the width of S¢ relativeto H¢¢ <bisatmostm, £=1, ... , k. Furthermore, the following lemma implies
that the new problem is equivalent to the origina one.

Lemma 5.3 If the fractional packing problem defined by S and H¢ < b has an exact solution, then so does
the problem defined by S*x--- x S¥ x S and ¥_, H¢® + HE' < b. For any € > 0, any E-approximate
solution to the latter problem can be used to find an e-approximate solution to the former.

Proof: Wefirst note that if (£1,. . ., £€¥,¢') isan c-approximate solution to the transformed problem, then
£=Y, ¢+ ¢ isan E-approximate solution to the original problem.

Now assume that we have an exact solution £ to the original problem. We will show that thisimplies the
existence of an exact solution of the transformed problem, and in fact, give an algorithm to construct such
a solution, given the solution for the original problem. Initialy, set ¢’ = £and ¢¢=0,£=1, ..., k. The
algorithm consists of k phases. Inphase £,£=1, ... , k, ¥, & decreases by d/2¢, and ¥_; £} increases
by the same amount. All other variables are unchanged. Hence, the resulting solution (€1, €2, . . ., €k, ¢)
issuchthat ¢€¢€27¢S,£=1,...,k and ¢ €27%S = S. We will perform each phase to ensure that,
in fact, each ¢¢ € 84, 0= 1,..., k.

Inphase ¢, £=1, ..., k, while}; &> d/2¢, find j € J* with §; > 0, and simultaneously increase
¢4 and decrease ¢, by the same amount. This maintains that 3, H¢! + HE' < b. If we continue
until 3°.€% = d/2¢, this ensures that the resulting solution ¢¢ € S%. We claim that we can aways
continue while 3 ; £} > d/2¢. Assume, for a contradiction, that for the current solution (¢2,. . ., £, ¢'),
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we have 3, & > d/2¢, and j € J* whenever ¢ > 0. Hence, for each j such that & > 0, we
have a row I(J) that contains a large coefficient in the jth column: hy(;); > 2mb,;/d. Furthermore
d/2' <Y, & = %, ¥ju)=: & Choose i such that 3°,,_; & > d/(2'm), and consider row i of
>, HE + HE <b. We get that

2'mb;
ZZ hijgs Z h‘]{; > Z hi]{; ?;l 2 6; > bi7
s

ji 3)=i =i
which contradicts 3°, H¢* + HE' <b. |

Having obtained this decomposition, we would like to express these polytopes and these constraints
in terms of the original coordinates; we also would like to express the optimization subroutine (1) for S*
and H in terms of a different, more intricate, subroutine for P and A. For the former, we can restate the
decomposed problem as P! x ... X P*¥ x P”subject to the system of inequalities 3, Az + Ax”< b,
WhereP’—2"PandP‘—{x =%, €, £ €S, £=1,. .., k. Inother words, apoint in
P! is2~* times a convex combination of vertices v; of P, each of Wh|ch seilsflesAvJ < 2'mb. Thus, in
these terms, the basic decomposition lemma can be restated in the following way.

Lemma 5.4 If the fractional packing problem defined by P and Ax < b has an exact solution, then so does
the transformed problem defined by P! x . . . x P*xP~and ¥, Az® + Ax < b, where k < [log p]. For
any € > 0, any E-approximate solution to the latter problem can be used to find an E-approximate solution to the
former.

In order to apply the packing algorithms in Theorem 2.5 and Theorem 2.7 to the transformed problem,
we need subroutines that, given adual solutiony, find apoint z¢ € P* that minimizes the cost cfz¢, where
¢t =y'A, £=1,..., k. Thereisavertex of P! that attains this minimum; the vertices of P¢ are those
vertices v; of P that satisfy Av; < 2¢mb. Hence, it is sufficient to have the following subroutine with
v=2m

Given a constant » and adud solution y, find a vertex # € P such that:

AZ < wb, and 13
y'A% = min(y'Az: z avertex of P st. Az < vb).

Observe that there need not be a feasible solution to this further constrained optimization problem;
if this is detected, however, then Lemma 5.4 implies that there does not exist an exact solution to the
original packing problem. Since each polytope P* has width at most m with respect to Ax < b, we have
the following theorem:

Theorem 5.5 For any ¢, O < ¢ < 1, there is a randomized E-relaxed decision procedure for the fractional
packing problem that is expected to use O(e~2m log p log(me=!) + log p log log p) calls to the subroutine
(13), and a deterministic version that uses O(e~2m log? p log(me™1)) calls, plus the time to compute the value
of the left-hand side of the packing constraints for the current iterate after each update.
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Observe that in order to obtain a decomposition where each subproblem has width at most m, it would
suffice to take the above decomposition with k = log (p/m). This implies an improved version of the
theorem with log p replaced by log(p/m). However, in our applications of this theorem, p will be large
relative to m, and so that thisimprovement will not be relevant.

Subroutine (13) is, in some sense, similar to optimization over P, whichis required by Theorem 5.2,
and was discussed in the previous subsection. However, if the packing problem is not in the product
form, then optimization over P solves the original problem, whereas (13) does not. Instead of finding a
minimum-cost point in P that satisfies Az < vb, subroutine (13) finds a minimum-cost vertex of P that
satisfies the same condition. Even if an instance is feasible, all vertices of P might violate Ax < b, and
hence we cannot directly use subroutine (13) with v = 1 to solve the packing problem.

In the case of the multicommaodity flow problem the vertices of the polytopes defining the individual
commodities are paths, and subroutine (13) for a commodity finds a shortest path in an appropriate
subgraph of the original graph (induced by edges with relatively large capacity and relatively small cost).
On the other hand, optimization over the polytope Pt used in Theorem 5.2 is a minimum-cost flow
computation.

Taking advantage of the fact that we are only interested in approximate solutions, we can improve the
previous theorem by replacing log p by loge~!. Consider the packing problem defined by the inequalities
>, Azt < b and the convex set P! x ... x P* with k =[log(3e~!)]and P*,£=1, ..., k, as defined
above.

Lemma 5.6 Let 0 < € < 1. If the fractional packing problem defined by P and Ax < b has an exact solution,
then so does the transformed problem defined by P! .... x P¥ and 3", Ax”’< b, where k = [log 3¢1].
An €/3-approximate solution to the transformed problem can be used to find an E-approximate solution to the
original problem.

Proof: By Lemma5.4, if there is an exact solution to the original problem then there is an exact solution
to P x - .- x P* x P By ignoring the component of this solution for P we obtain an exact solution
for the transformed problem of this lemma.

Now assume that we have an c/S-approximate solution (z!, . . . , z*) to the transformed problem.
We claim that x = 1—_—12—_; 3, =* is an E-approximate solution for the transformed problem. Observe that
x € P and

1
1-¢/3

1 1 €
AX = Azt < -)b <
X zt:x_ (1+3)b_(

€
-)b <
1-2k 1—9-Fk )(1+3)b_ (1+¢€)b. |

Theorem 5.7 For any €, 0 < € < 1, there exists a randomized c-relaxed decision procedure for the fractional
packing problem that is expected to use O(e~2m log €~ log(me1)) calls to the subroutine (13), and by a
deterministic version that uses O(e~2m log? ¢! log(me 1)) calls, plus the time to compute the value of the
left-hand side of the packing constraints for the current iterate after each update.

Subroutine (13) will not be available for the minimum-cost multicommodity flow problem. Instead, we
will have the following relaxed subroutine, for some parametersy; > 1,¢=1,..., m.
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Given aconstant » and adual solution y, find avertex & € P such that:

AS < vb, and (14)
y'A%Z < min(y*Az : x avertex of P with a;z 571 b; Vi).
i

Subroutine (13) is the special case of (14) wheny; =1,i=1,..., m.

In order to use subroutine (14) in place of (13) and till obtain a similar time bound, we need a
generalized decomposition instead of the one in Lemmas 5.4 or 5.7. For simplicity of presentation we
shall again focusinitially on afractional packing problem given by asimplex S={£:3° ;= d, ¢ >0},
and packing constraints H¢ < b.

LetT' =3, v, K* = {j : 3i such that h;;d > 2¢(T'/~;)b;}, and §¢ = {£ : ¢ € 2748, 53‘. =0ifje
K%, £=1...,k andS =27%8. It is not hard to show that Lemma 5.3 till holds under these
more general definitions. The proof of this lemmaiis trivially adapted: we merely replace J¢ by K* , and
substitute I'/; for m; in particular, the choice of row ¢ in the proof by contradiction is made so that it
satisfies 3 ;.ij)=: &5 > (4/2°)(7:/T). Thewidth of S* relative to H¢‘ < b can now be bounded by T.

In terms of the original coordinates, this decomposition yields a polytope Q = @* X ... x Q¥ x Q', and
a system of inequalities 3°, Az* + Ax’< b, where Q' =27%P, and Q* = { z*: z* = T, €bv;, £L € S},
£ = 1,..., k. Inother words, apoint in @*is 2~¢ times a convex combination of vertices v; of P, each
of which satisfies a;v; <2fT'b; /;, i = 1,. .., m.

Lemma 5.8 If the fraction packing problem defined by P and Ax < b has a solution, then so does the
transformed problem defined by @' x... x @* x Q”and ¥, Az’ + Ax’< b. For any € > 0, an e-
approximate solution to the latter problem can be used to find an e-approximate solution to the former.

If we were to apply Theorem 2.5 to solve the transformed problem, we need subroutines that find
minimum-cost points in the polytopes Q%, £ =1, . . ., k, where the cost vector ¢ = y* A. Instead, we
will formulate a relaxed packing problem, and apply Theorem 2.9; to do this, we must first define the
polytopes Q¢ 2 Q¢, £ =1, . . ., k, on which this relaxation is based. Define @%, £=1... ., k, to be the
polytope formed by taking the convex hull of all vertices v, of P that satisfy Av; < 2‘T'b, and rescaling
by2 Q0 =Q'x--- XQ*XQ'.Sncey;>1,i=1,..., m, itisclearthat Q*C Q% £=1,..., k.
Finally, note that subroutine (14) serves the role required by subroutine (6) for Theorem 2.9: it produces
a vertex of Q¢ with cost no more than the cost of a minimum-cost vertex in Q*. Hence, we can use
Theorem 2.9 to produce a point & = (&', . . ., %, z') € Q such that T, A%&! + Ax"< (1 + €)b, or
else to determine that there is no solution x € Q such that >, Az + Ax”< b. In the latter case, we
can conclude that the origina problem does not have an exact solution. Otherwise, since Qtc2-tp,
£ =1,. ,k and Q = 27FP, if the algorithm returns a solution £ € Q thenx =3, #¢ + ' isin P,
and is an c-approximate solution to the original problem. Since the width of each Q%, £=1, ..., k, isat
most I, we obtain the following theorem.

Theorem 5.9 For any ¢, 0 < € < 1, there is a randomized E-relaxed decision procedure for the fractional
packing problem that is expected to use O(€™T" log p log(me™!) + log p log(T log p)) calls to the subroutine
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(14), and a deterministic version that uses O( € ~2T" log? p log(me™1)) calls, plus the time to compute the value
of the left-hand side of the packing constraints for the current iterate after each update.

An analogous result can be proved where trle log p terms in this theorem are replaced by log €71,
by using the convex sets Q' x . - - x @* and @' X . . . x QF with k = [log(3¢!)] as suggested by
Lemma 5.6.

Theorem 5.10 For any ¢, 0 < e <1, there is a randomized E-relaxed decision procedure for the fractional
packing problem that is expected to use O(e™T log €~! log(me~!)) calls to the subroutine (14), and a deter-
ministic version that uses a factor of log e~ more calls, plus the time to compute the value of the left-hand side
of the packing constraints for the current iterate after each update.

Analogous results can be proved if the convex set P is already in product form, P = P! X ... x Pk,
We use the decomposition technique to replace each set P4, £=1, ..., k, by aproduct of O( log e~!)
sets. Consequently, this approach assumes that the subroutine (14) is available for each P? and Az < b,
£=1,... , k. Weget the following theorem.

Theorem 5.11 For any €, O < € < 1, there is a randomized E-relaxed decision procedure for the frac-
tional packing problem defined by P = P! x ... x P*¥ and 3, Az < b, that is expected to use

O(e kT log e !log(me~!) + k log k log e™!) calls to the subroutine (14) for any of P¢ and A‘z¢< b,

£=1,... k and a deterministic version that uses a total of O(e"2k2T" log® e ~* log(me~1)) such calls, plus
the time to compute the value of the left-hand side of the packing constraints for the current iterate after each
update.

Decomposition for Covering Problems.

We present a decomposition technique for the covering problem, which is analogous to the technique
used for the packing problem. The subroutine required for this approach is given by (15). This technique
will be used by our agorithm for the cutting-stock problem, as described in Section 6.

Consider the covering problem defined by the polytope P and the inequalities Ax > b. For simplicity
of presentation, we shall again assume that the problem was converted into the form H{ > b, £ € S,
where S is the smplex: S={¢: 3°7_, §; = d, £ > 0} for some d. As before, this reformulation does
not change the width.

We first show how to obtain an equivaent problem for which the width is roughly haf of its original
value p. We introduce two copies of each §; : 5} and &;. The new polytope is S'XS,wheeS =
S = (1/2)S. The new set of inequalities is H'¢! + H¢' > b where H! = (h};) and A is hy; if
hijd < 2mb;, and O otherwise. Note that the width of S’ relative to H¢ > b is p' = p/2, and, since
3, hiE < > ;j(2mb;/d)¢; < mb;, i =1,. .., m, thewidth of S' relativeto H'¢ > b isp' <m.

If we apply the same transformation to S, after k = [log p] applications we obtain an equivalent
covering problem with a polytope which is a product of k + 1 polytopes, S'X ... x 8*x S, and asystem
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of inequalities of the form -, H%¢‘ + H¢' > bwhere S = 27%5, §¢ = 275, H® = (h{;), and R, is
hi; if hijd < 24mb;, and 0 otherwise. For each of these subproblems, the W|dth isa most m.

We shdll give adightly generalized version of the covering analog of Lemma 5.3. In this section, we
shall use thislemmawith A = 1. The more genera version with A < 1 will be used in the cutting-stock
application.

Lemma 5.12 Let A< 1. Ifthere exists € € S such that HE > Xb, then there exists (€1, £2,. . ., €, ¢)

€ S' x 8% x--- xS”suchthat Y, H%¢¢ + HE' > Xb. For any € > 0, an E-approximate solution to the latter
problem can be used to find an E-approximate solution to the former.

Proof: Wefirst note that if (¢!, £2,.. ., &') is an e-approximate solution to the transformed problem, then
E=3, ¢4+ ¢ isan E-approximate solution to the original problem.

Now assume that we have a solution € € S such that H¢ > Xb. We claim that any such £ corresponds
to an exact solution of the transformed problem, and we will give an algorithm that does this conversion.
Initially, set &’ = ¢ and ¢¢=0, £=1,.. . , k. The agorithm consists of k phases. Inphase £,£=1, ..., k,
>, & decreases by d/27 and 3 5,‘ increases by the same amount. All other variables are unchanged.
Hence, the resulting solution (€1, €2, ..., &%, ¢')issuchthat ¢£€ 8%, £=1,...,k, and¢' €27%*S=S.

We will perform each phase so that the covering constraints remain satisfied. Inphase £, £=1, . . ., k,
while = & > d/2¢, find j with £ > 0 such that for each 1 with 3, h3€* + b’ = Ab;, we have that
h‘ h,] Sumultaneously increase 5‘ and decrease £; by the same amount, so that 3°, H*£* + HE' > Ab
is maintained. We daim that we can aways continue while 3. &> d/2% Let (¢, . . ., €5, ¢') be the
current solution, and assume, for a contradiction, that for each £; > 0, we can select arow i(j) such
that h,(m # higy; and 32, hi;1€° + hij€' = Ab;(j). By the definition of the matrix H*, we have that
hij); > 2mb;(;)/d. Furthermore, since d/2! <, & = ¥, ¥,.4(;)=: &} there exists an index i such
that 3-.i;y=s &5 > d/(2'm). Since i = i(j) for some j,

Ab; = Z Z hi€j + Z huﬁ 2 Z hu§ z mb Z éJ > bi.

J:i(g)=1 J:4(3)=t

Thisimpliesthat A > 1, which isa contradiction. |

In order to apply the covering agorithm in Theorem 3.7 or Theorem 3.9 to solve the transformed
problem, we need a subroutine that finds a vertex v; of (27¢) P such that ¥, y;h?; is maximum. By the
definition of H, hf.]. = av; if a;w; < 2¢mb;, and 0 otherwise, and hence the required subroutine is as
follows:

Given a constant v and adual solution y, find a vertex & € P such that:

Z ¥ia;& = max( Z ¥ia;T . T avertex of P), (15)
i€l(v,3) i€l(v,z)

whereI(v, z) = {i : a;z < vb;}.
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Theorem 5.13 For any ¢, 0 < € < 1, there is a randomized e-relaxed decision procedure for the fractional
covering problem that is expected to use O(m log p (log® m + €2 log(me1))) calls to the subroutine (15),
and a deterministic version that uses a factor of log p more calls, plus the time to compute the value of the
left-hand side of the covering constraints for the current iterate after each update.

Analogous results can be proved if the convex set P isin product form, P = P! .. ... P*. Assuming
that the subroutine (15) is available for each P and A‘c > b, £=1, ..., k, we use the same technique
to replace the set P¢ by a product of 1 + [log p] sets. We get the following theorem.

Theorem 5.14 For any ¢, 0 < ¢ < 1, there is a randomized c-relaxed decision procedure for the fractional
covering problem defined by P = P* x .. .. P*¥ and 3, A%* > b that is expected to use a total of
O(mk log p (log® m + =2 log(me~1))) calls to any of the subroutines (15) for P£and A!>b, £=1,...,k
and a deterministic version that uses a factor of k log p more calls, plus the time to compute the value of the
left-hand side of the covering constraints for the current iterate after each update.

Decomposition for Simultaneous Packing and Covering. A combination of the techniques used to
derive Theorems 5.5 and 5.13 can be used to obtain an analogous version for problems with simultaneous
packing and covering constraints. The subroutine that we will use is given by (16).

For simplicity of presentation, we shall again reformulate the problem so that the polytope is the
smplex: S={&:3,¢=d, £ 0} for some d. Let HE < b and H¢ > b denote the packing and
covering congtraints in the converted form.

The polytope for the equivaent problem constructed by the decomposition technique is a product of
k + 1 simplices S*.....S* .S where k = [log p] . If we let J¢ = {j : 35 st. h;jd > 2'mb;},
then the simplices are S’ = 2% and §¢ = { ¢! : ¢4 € 278, ¢l = 0ifje J},£=1,...,s The
packing and covering constraints are ¥, H¢S + HE' < b and ¥, Het + He' > b, where HY = (fzfj)
and foj is fuj if fz,»,»d < 2‘m5,—, and 0 otherwise. The proof that this is an equivalent formulation is nearly
identical to the separate proofs of the decomposition for packing and for covering. The only difference
is that in the proof by contradiction, for each §;. > 0, we identify either a packing inequality 7 such that
hi;d > 2'mb;, or else we identify a tight covering inequality 4 such that h;;d > 2¢mb,; by averaging over
al inequalities, we identify one that provides the contradiction. The width of each subproblem resulting
from the decomposition is at most m. The optimization subroutine over S¢, required for our algorithm, is
as follows: among thoses indices j such that h;;d < 2'mb;,i=1, ..., m — 7h, find one that minimizes
Y yilhi; — ﬁfj). Converting back to the original coordinates x, the required subroutine is the following,
with v = 2tm:

Given aconstant » and a dual solution (y , §), find avertex 2 € P such that:

Ai < wb, and (16)

v'AZ — ) ‘viad = min(y'Az — Y fidsz:z avertex of P such that Ax < ub),
i€l(v,z) iel(v,z)

whereI(v,z) = {i : a;z < vb;}.
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Theorem 5.15 For any ¢, O < ¢ < 1, there is a randomized c-relaxed decision procedure for the general
problem that is expected to use O(m? (log? p)e=2 log ¢ ~'m log p)) calls to the subroutine (16), and a deter-
ministic version that uses a factor of log p more calls, plus the time to compute the value of the left-hand side of
the covering constraints for the current iterate after each update.

An analogous results can be proved if the convex set P isin product form, P = P!... .. P* | assuming
that the subroutine (16) is available for P* and the corresponding inequalities, for each £=1, . . ., k.

6 Applications

In this section, we will show how to apply the techniques presented in the previous four sections to a
variety of linear programs related to packing and covering problems. For an optimization problem, an e-
approximation algorithm delivers a solution of value within a factor of (1 + €) of optimal in polynomial time.

Although we will focus on c-approximation algorithms for fixed e, this is only to simplify the discussion of
running times. In each of the applications except for the Held-Karp bound and the bin-packing problem,

we obtain a significant speedup over previously known agorithms. When we cite bounds based on
Vaidya's algorithm [25] for the dual problem, then this algorithm is used in conjunction with the techniques
of Karmarkar & Karp[13]to obtain a primal solution.

Scheduling unrelated parallel machines: with and without preemption. Suppose that there are
N jobs and M machines, and each job must be scheduled on exactly one of the machines. For smplicity
of notation, assume that N > M. Job j takes p;; time units when processed by machine i. The length
of a schedule is the maximum total processing time assigned to run on one machine; the objective is
to minimize the schedule length. This problem, often denoted R| |Cpax, iS NP-complete, and in fact,
Lenstra, Shmoys, & Tardos showed that there does not exist an E-approximation algorithm with e <1/2
unless P = NP. Lenstra, Shmoys, & Tardos [20] also gave a |-approximation agorithm for it, based on
al-relaxed decision procedure. If there exists a schedule of length T, then the following linear program
has a feasible solution:

N
Zpijmij < T i=1,...,M; (17)
J=1
M
Yoz = 1. j=1,...,N; (18)
i=1
Z;; = Oifp,-,->T,i=1,...,M,j=1,...,N, (19)
xijZO lfp,JST,’l,=1,, M, j=1,..., N. (20)

Lenstra, Shmoys, & Tardos showed that any vertex of this polytope can be rounded to a schedule of
length 2T. We shdll call x > 0 an assignment if it satisfies (18). Let the length of an assignment x be the
minimum value T such that it is a feasible solution to this linear program.
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To apply Theorem 2.5, we let P be defined by the constraints (M-20). It is easy to see that p < N:
for any z € P, z;; > 0 impliesthat p;; < T, and so Y[, pi;zs; < NT for each machine i = 1. . ., M.
Each dual variable y; corresponds to one of the machine load constraints (17), and the coefficient of x;; in
the aggregated objective function yt Az is y;p;;. Since P = P x . ... P where each P7 is a simplex,
we can minimize this objective function by separately optimizing over each P?. For agiven P?, thisis
done by computing the minimum modified processing time y;p;;, where the minimization is restricted to
those machines for which p;; < T. This approach is quite similar to the ascent method that Van de Velde
[27] used to solve this linear program; he aso used a Lagrangean method that, in each iteration, constructs
a schedule by assigning each job to its fastest machine with respect to the modified processing times, but
uses a much simpler rule to update the dual variables y.

Each iteration takes O(M N) time and p < N. Hence, for any fixed ¢ > 0 we can find an assignment
Z of length at most (1 + €)T in O(M N? log M) time, if one of length T exists. However, in order to
apply the rounding procedure to produce a schedule, £ must first be converted to a vertex of the polytope.

We can represent any assignment x as a weighted bipartite graph G = (V;, V3, E), where V; and
V2 correspond to machines and jobs, respectively, and (i, j) € E if and only if z;; > 0. If x is a vertex,
then each connected component of the corresponding graph is either a tree or a tree plus one additional
edge; we cal such a graph a pseudoforest. The rounding procedure of Lenstra, Shmoys, & Tardos
can be applied to any assignment represented by a pseudoforest, and takes O(M + N) time. We will
give a procedure which, given any assignment of length T represented by G = (V;, V3, E), converts it
in O( | E | M) time into another assignment of length at most T that is represented by a forest.  Since
|E| < MN, the time to preprocess z for rounding is dominated by the time taken to find Z.

Lemma 6.1 Let Z be an assignment represented by the graph G = (V;, Vs, E). Then Z can be converted
in O( | E | M) time into another assignment & of no greater length, where Z is represented by a forest.

Proof. To show that the assignment Z can be easily converted to one represented by a forest without
increasing its length, first consider the case when a connected component of Gisacycle. Letey,. .., ey,
denote the edges of the cycle. It is dways possible to obtain another assignment of the same length,
either by increasing the coordinate of Z for each edge ey;, ¢ = 1, . . ., r and decreasing those for eq;_1,
t = 1,...,r, or vice versa. If e; and e;,; meet a a node in V; (a job node), then the perturbations
have the same magnitude; if they meet at a node in V4, the perturbations are linearly related based on
machine load constraint for that machine node. By choosing the largest such perturbation for which the
non-negativity constraints are satisfied, at least one of these coordinates of Z is forced to 0, and so this
connected component has been transformed into a forest.

To generdlize this to a procedure that converts an arbitrary assignment into one represented by a
forest, we perform a modified depth-first search of G: when a cycle is found by detecting a back edge,
this perturbation is computed for that cycle, and the search is restarted; when the search detects that an
edge does not belong to any cycle in G (because the search from one of its endpoints has been exhausted
and isretracing its path towards the root) the edge is deleted to avoid repeatedly searching that part of the
graph, and the coordinate of Z for this edge is fixed to its current value.

Consider thetimethat it takes to find the next cycle, and divide it into two parts: time spent searching
edges that are deleted due to the fact that they are not contained in any cycle, and time spent searching
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the cycle as well as the path from the root to the cycle in the depth-first search tree. Since the depth of
treeisat most 2 M, the time spent for the latter in one search is O(M) ; since at least one edge is deleted
in each search (by the perturbation), the total time for thisis O( | E| M). On the other hand, the time
spent searching edges that are deleted in this phase of the search is O(1) per edge, and hence is clearly
O( | E ]), in total for the algorithm. Finaly, the time spent computing the correct perturbation is O(M)
per perturbation, and hence O( | E| M) intotal. |

By applying Theorem 2.5, we obtain a deterministic (2 + €)-relaxed decision procedure for R|| Crax
that runs in 0( M N2 log M) time. Recall that P = P! x ... x P, and we can also take advantage of
this structure using randomization. Observe that p? < 1,j=1, ..., N, and we can optimize over P? in
O(M) time; we can aso compute the updated values Ax in O(M) time. Applying Theorem 2.7, we get
a randomized agorithm that takes O( N log N) iterations, each of which takes O(M) time. Furthermore,
the solution Z is expected to have O( N log N) positive components, since at most one is added at each
iteration, and so it can be preprocessed for rounding in O( M N log N) time. This gives a randomized
analogue that runs in O( MN log N) expected time. To convert either relaxed decision procedure into
an approximation agorithm, we use bisection search to find the best length T. Since the schedule in
which each job is assigned to the machine on which it runs fastest is within afactor of M of the optimum,
O(log M) iterations of this search suffice.

Although it is most natural to formulate the linear program for R||Crax 8 a packing problem, a faster

deterministic agorithm can be obtained by using a covering formulation. Let 3, z;; > 1,j=1,..., N
be the covering constraints; let P = P x P2 x - .. .PM where
P ={(za,..., TN): Z Pii%ij < T5 2;5=0, if pi; > T, and 0 < z;; < 1, otherwise}

J

In this case, optimizing over P* is merely solving a fractional knapsack problem with N pieces, which can
be solved in O(N) time using a linear-time median finding algorithm. As a consequence, each iteration
again takes O(MN) time, but for this formulation, p = M. We will not apply Theorem 3.7 directly,
but instead give a simple way to compute an initial solution with A = I/M. If £ is the O-1 solution in
which each job is assigned to the machine on which it runs fastest, then £/M is such asolution: if £ ¢ P
then there is no feasible solution, since thisimplies that the minimum total load of the jobsis greater than
the machines' total capacity. As a result, the N calls (one per covering constraint) to the subroutine to
optimize over P are not needed to construct an initial solution. Given an c-optimal solution Z, it can be
converted to a feasible solution to our original linear program by rescaling the variables for each job so that
they sum to exactly 1; as aresult, the machine load constraints will be satisfied with right-hand side set to
T/( 1 —E). By Lemma 6.1, this solution can be converted into one represented by aforest in O( M2N)
time.

Theorem 6.2 For any fixed r > 1, there is a deterministic r-approximation algorithm for R||Crax that runs
in 0( M2N log® N log M) time, and a randomized analog than runs in O(MN log M log N) expected time.

The fastest previously known algorithm for solving this problem is the FAT-PATH generalized flow
algorithm of Goldberg, Plotkin, and Tardos [8]. In order to convert the packing problem defined by
(17-20) into a generalized flow problem, we construct a bipartite graph with nodes representing jobs and
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machines and introduce an edge from machine node i to job node j with gain 1/p;; if p;; < T. There is
a source which is connected to al the machine nodes with edges of gain Ppax = max{p;; } and capacity
T, and the job nodes are connected to a sink with edges of unit gain and unit capacity. A generalized
flow in this network that results in an excess of N at the source corresponds to a solution of the packing
problem. On the other hand, if the maximum excess that can be generated at the source is below N, the
origina packing problem is infeasible, i.e., the current value of T is too small.

The running time of the FAT-PATH algorithm given in [8] is O(m?n? log n log® B), where n, m, and
B are the number of nodes, edges, and the maximum integer used to represent gains or capacities,
respectively. In our case, we have O(N) nodes, O(MN) edges, and the maximum integer used to
represent gains and capacities is bounded by O( N Ppax) » Where Ppax = max{p;; } . Itispossibleto
show that the FAT-PATH agorithm is significantly faster for our specific case as compared to the generd
case. First, it is sufficient to compute an approximate solution. Also, the maximum length of the cycle
in our graph is O(M). Findly, in order to eiminate dependence on Ppa.x, We can round p;; and T
so that they will be represented by O(log N)-bit integers. The running time of the resulting algorithm
isO( ( M2 N? + M3 N log? N) log N), which is worse than the running times of our deterministic and
randomized algorithms by an R*(N) and Q* (MN) factors, respectively.

In arelated model, we consider schedules with preemptions. a job may be started on one machine,
interrupted, and then continued later on another. Lawler & Labetoulle [ 17] showed that an optimal
preemptive schedule for this problem, R|pmin | Cpax, can be found by minimizing T subject to

N
Yopyz; < T, i=1,...,M, 21
=1
M
S pizy; < T.j=1,....N, 22
i=1
M
inj =17j=1)"')N1 (23)
i=1
z; > 0,i=1,....M,j=1,....N. 24

We can again use a weighted bipartite graph G to represent the assignments satisfying (23)-(24); the
length of an assignment x isthe minimum value T such that x and T satisfy (2 1)424). If the weights are
represented as integers over a common denominator, then this can be viewed as compactly represented
multigraph, where the numerator of the weight of each edge specifies its multiplicity. An optimal edge
coloring of this multigraph for the optimal solution to (21)-(24) gives an optima schedule, where the
matching of jobs and machines given by each color class represents a fragment of the schedule. If we
use relatively few distinct matchings, then we introduce few preemptions, and it can be shown that O(N)
matchings suffice[17].

In order to apply our relaxed decision procedure, we shall do a bisection search for the minimum value
of T for which we find an c-approximate solution. We will have deterministic and randomized variants for
performing one iteration, which apply, respectively, Theorems 2.5 and 2.7 to the constraints of the linear
program (21)-(24) for a particular target T'. As in the previous packing formulation, the system Ax < b is
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given by (21), and let

M M
P ={$J:Zpi]’xijST’ inj= 1, x,-jZO,z'= 1. .., M}
i=1

=1

It is easy to see that p? < 1. To optimize over P7, note that this is the dual of a 2-variable linear
program with M constraints, and, in fact, it is a fractional multiple-choice knapsack problem with M
variables. Dyer [1] has shown that this problem can be solved in O(M) time. For the deterministic
verson, when P = P! x ... .PN wehave p < N. To optimize over P, we solve N disjoint multiple-
choice knapsack problems, each with M variables, in O(MN) time. Similarly, each iteration of the
randomized variant can be implemented in O(M) time.

Given an assignment Z of length T represented by a weighted graph G = (V;, V;, E), we must
still compute a schedule. If we are interested in computing a schedule that completes in exactly time T,
then it takes O(|E|(|E| + M)) time to compute such a schedule [ 17]. However, since Z is itself only
approximately optimal, there is little point to computing the best schedule corresponding to Z: we can
more efficiently compute a somewhat longer schedule.

Given G, we compute rescaled values p;; = (p;;Z;;) - (Q/T), where the value of Q will be specified
below. As a result, the rescaled total load on each machine and total processing time of each job is at
most Q. Round these rescaled times by forming the multigraph G, where each ij € E occurs with
multiplicity [;;]. Thus, the maximum degree A of this graph is at most Q + N. Using an agorithm of
Gabow [4], we can color this graph in O( MA log A) time with 21982 A1 colors. By choosing Q = 2! — N,
where 1 = [log,(N + Ne™1)], it followsthat A < 2' = 0( N/e). Each matching given by a color class
corresponds to a fragment of the schedule of length T/Q. The total length of this schedule is at most

9T NT N
= < R —
N ta N ST TN - N

2Moe: A1 /() < T=(1+¢€T. ;

Theorem 6.3 For any constant € > O, there are deterministic and randomized E-approximation algorithms
for R|pmin | Cpax that run in O(M N2 log® M) time and O(MN log M log N) expected time, respectively.

The previous best algorithm is obtained by using the linear programming algorithm of Vaidya [26]. Our
running time marks an *( M5 N!-8) improvement over this algorithm for the deterministic agorithm,
and an Q*((M N)?5)improvement for the randomized agorithm.

Job shop scheduling. In the job shop scheduling problem, there are N jobs to be scheduled on a collec-
tion of M machines; each job j consists of a specified sequence of operations, Oy, Oy, . . . , O,; , Where
O;; must be processed on a particular machine m;; for p,; time units without interruption; the operations
of each job must be processed in the given order, and each machine can process a most one operation
at atime; the aim is to schedule the jobs so as to minimize the time by which all jobs are completed. Let
Pmax denote max; ; p;;, the maximum processing time of any operation, let Ppax denote max; Y ; py;,
the maximum total processing time of any job, and finally, let IT,,,, denote max; Zj’k:mka,. Pkj, the
maximum total processing time assigned to a machine.
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Shmoys, Stein, & Wein [24] give a randomized O(log® (M + ))-approximation agorithm for this
problem and a deterministic variant that uses the randomized rounding technique of Raghavan & Thomp-
son [22] and its deterministic analogue due to Raghavan [21]. The overwhelming computational bottleneck
of the deterministic algorithm is the solution of a certain fractional packing problem.

The agorithms work by first performing a preprocessing phase that reduces the problem to the
following specia case in O(M2u2N?) time: N = O(M2u®), pmax = O(Np), Il,,, = O((Np)?), and
Prax = O(Np?). We shdl use N to denote min{ N, M2p3}. For each job, the randomized agorithm
selects, uniformly and independently, an initial delay in therange {1,2, ..., T}, where T = II,4,. A
straightfonvard counting argument proves that if each job is scheduled to be processed continuoudly with
its first operation starting at the chosen delay, then, with high probahility, this assignment has placed
O(log(M + u)) jobs on any machine, at any time. The remainder of the algorithm carefully slows down
this attempted schedule by an O(log( M + 1) log pmax) factor in order to produce a schedule in which
each machine is assigned to process at most one job at atime.

This agorithm can be made deterministic by formulating the problem of choosing initial delays so that
each machine is aways assigned O(log(M + u)) jobs as an integer packing problem, and then applying
the techniques of Raghavan & Thompson [22] and Raghavan [21] to approximately solve this packing
problem. The computational bottleneck of this procedure is solving the fractional relaxation of the integer

packing problem. The variables for the fractional packing problem are x4, for eachjobj=1,..., N
and each possibledelay d = 1, . . ., T; the polytopeis P = P! .. .. x PN, where P’ isa T-dimensional
unit simplex, where each vertex corresponds to a particular delay selected for job j, =1, ..., N. There

are M(Ppax + T) = M(Puax + 11,,) = O(MN?p?) packing constraints; for each machine and each
time unit, we wish to ensure that the particular selection of initial delays resultsin O(log (M + u)) jobs on
that machine at that time.

One way in which our results can be applied to this problem is to use our algorithm to solve the
fractional packing problem, and then apply the algorithm of Raghavan to round this fractional solution
to an integer one. However, we can obtain a simpler and more efficient solution by applying the integer
packing algorithm of Theorem 2.11, which directly produces an integer solution of sufficient quality.

In the worst casg, al N jobs can be assigned to the same machine at a particular time, and hence
the parameters of the packing problem are 5 = 0( 1/ log (M + w)) (since the right-hand sides are
O(log(M + p))), p= Np, k = N, m =0 MN?y?), and d = 1. Since the random selection of delays
yields a feasible integer packing with high probability, A* = 0( 1). By Theorem 2.11, we can find an
integral solution to the above packing problem with A = O(1) in O(N log( M + p)) iterations of this
agorithm.

It remains to show how to implement a single iteration of the integral packing algorithm. Until the
agorithm terminates, each ¢/ = 1, j = 1, . . ., N; any decrease in any o7 causes the agorithm to
terminate. As a consequence, the algorithm maintains a solution (z,, . . . , Zy) such that each z; is a
vertex of P7,j =1,..., N. In each iteration, only one of these components is changed. This change
involves only two variables: for one job j, its assigned delay is changed from one value to ancther. If
we change one variable x;4,then this affects at most P,,,, dud variables y;;, corresponding to the time
units t € (d, d + Ppax — 1) since x4 corresponds to processing job j starting at time d. This change
in Ppax dual variables affects the costs ¢; g for at most 2P,y delays, d' € (d — Ppax, @ + Prax — 1),
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for eachj’ =1, ..., N. However, given the updated cost ¢; 4 for a job j’, we can update cjig 41 in
O(p) time. Therefore, the time required to update all of the costs after the change in 2 primal variables
is O(NpPpax) = O(N2u®). For each job j, j = 1,. .., N, we must select the delay of minimum cost,
and then update the job for which this represents the maximum improvement. To efficiently select the
minimum cost variable z;4, for each j = 1, ..., N, we maintain a heap for each jobj,j=1,..., N,
which contains the costs ¢jq,d = 1,. . ., T.

Lemma 6.4 One iteration of the integer version of IMPROVE-PACKING can be implemented in O(IN2 3 log(M+
u)) time.

Applying Theorem 2.11 and the results of Shmoys, Stein, and Wein, we get the following.

Theorem 6.5 A job shop schedule with maximum completion time that is a factor O(log*(M + p)) more
than optimal can be found deterministically in 0( M2u2 N2 + N33 log? (M + )) time.

The fastest previously known algorithm is obtained by using the linear programming algorithm of
Vaidya [26], which solves the fractional packing problem in O(N%5,7 log(M + p)) time. Then one can
apply the techniques of Raghavan and Thompson [22] and Raghavan [21] to round to an integer solution.
Our agorithm marks a very large improvement over this running time.

Network embeddings. Let G = (V, Eg)and H = (V, Ey) denote two constant-degree graphs on the
same set of N nodes. We define the flux of G by a = min{é(S)/|S|: SC V, |S| < N/2}, where §(S)
denotes the number of edges in Eg leaving S, i.e., one endpoint isin S and the other isin V — S. An
embedding of H in G is defined by specifying apath in G from to j for each edgeij € E. The dilation
of the embedding is the maximum number of edges on one of the paths used, and the congestion is the
maximum number of paths that contain the same edge in G. Leighton and Rao [19] gave an agorithm to
embed H in G with dilation and congestion both O('ﬁiﬂ). If H is an expander, and hence each subset
S of a most N/2 nodes has Q( |S| ) edges leaving it in H, then every embedding of H in G must have
congestion©(1).

The computational bottleneck of the Leighton-Rao algorithm is finding an approximately optimal dual
solution to a certain fractional packing problem that directly corresponds to the problem of routing the
edges of H. To search for an appropriate choice of L, we repeatedly double the candidate value; our
algorithm that attempts to embed H into G with congestion and dilation L has running time proportional
to L, and hence the time for the fina value of L will dominate the total. Leighton and Rao [19] show
that when L = 8(\1—°§xﬁ ) , then there exists an embedding with dilation and congestion a most L. The
variables of the packing problem are as follows: for each edge ij € Ey, there is avariable for each path
in G from i to j of length at most L. The polytope P is a product of simplices, one simplex for each
edge 15 € Ey, which ensures that one path connecting ¢ and j is selected. There is a packing constraint
for each edge ¢ j € E¢g, which ensuresthat ¢ j is not contained in more than L of the paths selected. An

integer solution to this packing problem is an embedding of H in G with congestion and dilation at most
L.

We will apply Theorem 2.11 to obtain an approximately optimal integral solution. The width p = I/L
for this problem, d = 1; k isthe number of edgesin H, which is O(N); and m is the number of edges
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in G, which is also O(N) . Leighton and Rao proved that if an appropriate L = 6(’—°i—’!) is used then
A* = 0( 1). The assumption that G has bounded degree implies that o = O(l), and therefore X’ in the
theorem is O( 1). Theorem 2.11 implies that an integral solution to the packing problem with A = 0( 1)
can be obtained in O(N log N) iterations of the packing agorithm.

To implement one iteration, we need the following subroutine. Given nonnegative costs on the edges
of G, and an edge:j € E, we must select aminimum-cost path from s to j consisting of at most L edges.
In the randomized version of IMPROVE-PACKING, we pick an edge of H at random; in the deterministic
version, such a path has to be selected for each edge of H. A minimum-cost path from ¢ to j consisting
of at most L edges, can be found in O( NL) time using dynamic programming, since G has O(N) edges.

Theorem 6.6 For any two constant-degree graphs, H and G, on the same set of nodes, an embedding of the
edges of H into the edges of G with congestion and dilation 0('—°§!ﬂ) can be found by a randomized algorithm
in O(Nzi log2 N) expected time, or in a factor of N more time deterministically.

This running time marks a major improvement over the best previously known time that is obtained by
using Vaidya's algorithm [25]. To obtain the dual solution, Vaidya's algorithm has O( N? log N) iterations,
each of which consists of inverting an O(N) by O(N) matrix, plus O( N2 L) time for the deterministic
version of the above subrouting; since L = O(*%&X), the total time is O(N? log N(N?2X + M(N))).
When used in conjunction with the techniques of Karmarkar & Karp to produce a prima solution, this
appears to yield an algorithm that runsin O(N7 log® N) time, and a randomized analog that is a factor
of N faster.

The Held-Karp bound for the TSP with triangle inequality. One of the most useful ways to obtain
a lower bound on the length of the optimum tour for the traveling salesman problem was proposed by Held
& Karp [11], and is based on the idea of Lagrangean relaxation. We shall assume that an instance of the
Traveling Salesman Problem (TSP) is given by a symmetric N . N cost matrix C = (c;;) that satisfies the
triangle inequality, i.e,, ¢;; + ¢cjx > cik, Vi, j, K, and has minimum tour length TSP(C). A |-tree consists
of 2 edges incident to node 1, and a spanning treeon { 2, . . ., N}. Since every tour is a |-tree, the cost
of the minimum I-tree is at most T'SP(C); furthermore, it can be computed by a minimum spanning tree
computation. Each node ¢ is then given a price p; and reduced costs ¢;; = ¢;; + p; + p; are formed; if
7 is the cost of a minimum I-tree with respect to the reduced costs, then v =2 Y, p; < TSP(C). The
Held-Karp bound is attained by choosing the vector p to maximize this lower bound. Held & Karp gave
a subgradient optimization method to find such a p by iteratively computing the minimum I-tree T with
respect to the current reduced costs, and then adjusting p by taking a step proportional to d; — 2, where
d; isthe degree of node ¢in T.

It is possible to formul ate the Held-Karp bound as alinear program where the variables are the prices
(plus one additiona variable ), and there is one constraint for each possible I-tree: maximize 7y subject
to the constraint that the reduced cost of each I-tree is at least . We shall instead focus on the dual of
this linear program. Let T3, . . . , T, be a complete enumeration of all |-trees, let d;; denote the degree of
node ¢ in Tj, and let ¢; denote the total cost of T; (with respect to the original costs C). If x; denotes the
variable corresponding to 7, then we can formulate this dual as follows:

minimize ) ¢;x; subject to

J
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Zd,‘j.’l?j < 2, i=1,...,N, (25)
j=1

]
2% = 1 2,20, j=1,...,5 (26)
j=1

We apply Theorem 2.5 by using a bisection search for the minimum feasible cost K, so that there is
feasible solution to the fractional packing problem, where P is defined by (26), Ax < b is given by (25)
and Z;zl c;xz; < K. The bisection search can be initialized with lower and upper bounds of ¢y, and

2cmin, respectively, where cyin = minj Cj.
Lemma 6.7 The width p of the above formulation of the Held-Karp bound is at most N.

Proof: - We can assume that K > cmin. By the triangle inequality, each entry in C is at most the cost
of the minimum I-tree, ¢yin. This implies that ¢;/cy < N, for eachj, k =1, ..., s and so for each
Tz €P, ZJ. c;jz; < NK; furthermore, for each I-tree, the degree of each node is less than N, and hence,
Zj d,‘jzj < N. I

To minimize a linear objective over P, we choose the |-tree with minimum objective coefficient. If
2z € R denotes the dual variable for 3, ¢;z; < K and y € RV denotes the vector of dual variables for
(25), then the objective coefficient of x;, in the corresponding optimization over P, isc; z + Zf;l di;yi.
This implies that the minimum I-tree found in this iteration is precisely the I-tree found by minimizing
with respect to the reduced costs ¢ with p = y/z, which was used in each iteration of the Held-Karp
subgradient optimization method. Of course, we use a rather different rule to compute the new vector p
for the next iteration. Using the minimum spanning tree algorithm of Fredman & Tarjan [3], we get the
following result.

Lemma 6.8 The subroutine required by the packing algorithm in Theorem 2.5 for this problem can be imple-
mented in O(N?) time.

The bisection search produces a value K and a solution € P that satisfies Ax < (1 + €)b with
K = K, whereasfor K < K/ (1 +¢) , there does not exist x € P of cost K that satisfies (25). However,
this does not imply that K is within a factor of (1 + €) of the optimum Held-Karp bound; it is possible
that any x € P that satisfies (25) has a much larger cost. However, we have the following lemma.

Lemma 6.9 For any point Z € P of cost at most K such that Zj dijz; < (L+€)2,4=1,...,N,wecan
find, in O(N?) time, a point x € P that satisfies (25) and has cost at most K (1 + 2Ne).

Proof: We congtruct x by carefully perturbing . We start by setting x = . The current solution is a
convex combination of |-trees. We will maintain the property that x is a convex combination of multi-1-
trees, where a multi-I-tree is a spanning treeon nodes { 2, . . . , n} and any two edges incident to node
1, which might be two copies of the same edge. Let di(z) = }_; di;z;. If x does not satisfy (25), then
there must exist a node k with di(z) > 2. By an averaging argument, we see that in this case there is
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at least one node j with d; (x) < 2. So we have partitioned the nodes into three sets, S¢, S=, and S, ,
depending on whether a node ¢ has d;(z) less than, equal to, or greater than 2, respectively. We construct
amulti-I-tree T, as follows. form a spanning tree on S, add a cycle through node j € S¢ and al nodes
in S_, as well as an edge from each node in S5 to node j. Observe that T, has d;, = 1 if and only if
d;(z) > 2, and d;, = 2 for each node 1 with d; (x) = 2. We use T} to perturb x; let Z denote the incidence
vector of T,. We set x = (1 — o)z + oZ where ¢ is chosen to be such that d;(z) < (1 + € — a/2)2,
for eech ¢ = 1,..., N, and the number of points with d; (x) = 2 isincreased. This can be achieved by
Ssetting

min dlz)-2
= idi(z)#2 di(x) — dyp
We repeat this procedure until there are no more points with d;(z) > 2 left, and hence the resulting
solution satisfies (25). Since each iteration increases the number of points with d; (x) = 2, the procedure
terminates after at most N iterations, and takes O(N?) time.

o

Now consider the cost of the resulting solution. If the point £ € P has cost at most K, then there
must exist a |-tree of cost at most K, and therefore, by the triangle inequality, ¢; < NK, for each
j = 1,...s Each perturbation with corresponding value o ensures that max; d; (x) decreases by o.
Since atotal decrease of at most 2¢ is needed to ensure that the resulting solution satisfies(25), the values
of o for all of the perturbations sum to at most 2e. Therefore, these perturbations have increased the
cost by at most 2e N K. Findly, it is not hard to show that there must exist a solution that is a convex
combination of I-trees of no greater cost, by showing that x can be interpreted as a feasible solution to
the subtour elimination polytope, which is an aternative formulation of the Held-Karp bound. |}

If we use € = €;/( 2N), we obtain the Held-Karp bound within afactor of 1 + ¢;. Unfortunately, this
implies that the algorithm might run for O(N3 log N) iterations, where each iteration takes O(IN?) time.
In contrast, Vaidya s algorithm [25] takes O(N2M (N) log N) time.

The cutting-stock problem. Inthe cutting-stock problem, we wish to subdivide a minimum number
of raws of width W, in order to satisfy a demand d; for finals of width w;, 7= 1,..., M. Thiscan be
formulated as an integer program with a variable z; for each feasible pattern for subdividing a single raw;
that is, a pattern is an vector a* € NM, such that 3, a;w; <W,and a; < d;, i = 1,..., M. Let
(@1j,..,apm5)%  =1...,N, bealist of al patterns. Then we wish to minimize 3, x; subject to

N
Z%’% >d;, i=1...,M, )
=1

and z; > 0, integer, j = 1, . . ., N. Although we want an integer solution, the linear relaxation of
this formulation has been extremely useful in practical applications; furthermore, there are applicationsin
which patterns may be used fractionally {2]. Also, finding an approximate solution to this linear relaxation is
the key ingredient of Karmarkar & Karp's{ 13] fully polynomia approximation scheme for the bin-packing
problem.

Given a possible number of raws r, we try to find x € P = { z; : Zf'zl zj=r,2;20, )=
1,..., N} that satisfies (27). Since the width p can only be bounded by r, we will use the decomposition

45



result, and so we need subroutine (15) for this application. Consider a vertex z of P, where z;, = r and
z; = 0, j # k. The profit of this kth pattern is 3>-((y;7)a : @ such that a;, < vd;/r); each final of
width w; that is used in this pattern has a profit of y;r, unless more than vd; /r finals of width w; are used,

in which case none of those finals has any profit. For each pattern a, any vector b such that b < a isalso
a pattern, and so we can find the optimal vertex of P among those patterns j for which a,; < vd, /7,

1 = 1,..., M. Hence, subroutine (15) is equivaent to solving the following knapsack problem: there are
M types of pieces, such that type ¢ has weight w; and has profit y;+ and the total knapsack has capacity
W a most vd;/r pieces of type ¢ can be used, and we wish to fill our knapsack as profitably as possible.

Although thisis NP-hard, recall that by Theorem 3.10 an c¢/2-approximation algorithm would suffice for
our purposes. Lawler [16] gave efficient approximation algorithms for the M-piece ordinary knapsack
problem that run in O(Me=2) and O(M log e~! + ¢7*) time. Next we adapt both algorithms for the
above version of the knapsack problem, where instead of M different pieces, we have M different types
of pieces.

Lawler's c-approximation algorithm for the knapsack problem is roughly as follows. First compute
the optimum value P, of the linear programming relaxation of the knapsack problem. Lawler shows that
Py, < P* < 2P, where P* denotes the optimum integer knapsack value. Next the algorithm considers
large pieces with profit at least T = e P,/2. By rounding the profits and then using dynamic programming,
it compiles alist of O(e~?) candidate solutions using just these large pieces. Next it augments each of
these candidate solutions with a subset of the remaining small pieces using a greedy algorithm, and selects
the best among the resulting solutions.

We shall briefly describe a modification of Lawler’s algorithm that can be applied to the version of
the knapsack problem with a specified number of copies of each type of piece. We first solve the linear
programming relaxation; even with multiple copies, this can be donein O(M) time using median finding
within a divide-and-conquer strategy. The only part of the algorithm that is non-trivial to adapt to problems
with multiple copies of piecesis the rounding and dynamic programming. We first round the profits of the
large pieces as follows: for an item with profit p; € (2T, 27T, we let the rounded profit g; = | ;2| 2¢,
where K = €T'/2 = €2 P, /4. This rounding guarantees that there are at most 2P, /K = O(e~?) distinct
values for the total rounded profit of any knapsack solution.

If (C, P) and (C', P} represent the unused capacity and total profit for two knapsack solutions x and
X', respectively, then x dominates x’ if C > C' and P > P The dynamic programming algorithm finds
the set of all undominated solutions. The algorithm works in M stages; after stage j, it has found the
set of undominated solutions using pieces of only thefirst j types of pieces. Stage j can be implemented
to run in time proportional to the the multiplicity of piece type j times number of different rounded total
profits. Therefore, the time required for the dynamic programming can be estimated as the total number
of large pieces (counting multiplicities) times the number of possible rounded total profits. Lawler observed
that after rounding, one can use median finding to discard al but O(e~?) large piecesin O(M) time. To
see this, note that at most 2! ‘¢! pieces of profit more than 27" can be used in any solution of total
profit at most 2F,; hence, for each rounded profit value in the interval [2¢T, 2¢+1T], we need keep only
the 2! ~¢ ! pieces of least weight. Since there are O(e~!) distinct rounded profits in this interval there
are-y_, 2! ~‘e=% = O(e~?) large pieces needed in total. As in Lawler’s algorithm, these pieces can be
sdected in O(M) time.

As a consequence, the dynamic programming algorithm produces O( €~2) solutions using just the large
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pieces, and the algorithm automatically arranges them in increasing order of unused knapsack capacity.
Lawler has shown that these solutions can all be augmented to include a greedily selected extension of small
piecesin (M log e~1) time, using median finding (see section 6 in [16}). This algorithm can also be used for
problems with multiple items. The resulting implementation of the subroutine runsin O(M log ! + ¢7%)
time.

In order to obtain the O(Me~?) bound, we have to further modify Lawler's algorithm, using another
technique that was introduced in [16] in a somewhat different context. We can assume without loss of
generality that the multiplicity of each of the large pieces is at most O(e~!). Next we construct an instance
of the ordinary knapsack problem that is equivalent to this instance with multiplicities; the new instance
has fewer pieces in total, by replacing a piece of weight w;, profit p; and multiplicity m; by [log m;]
items, with weights and profits [w;, p;], [2w;, 2], - . . , [2Fw;, 2%p;] and [(m; — 2F)w;, (m; — 2%)p;] where
k = |log m;|. Since we can simulate selecting any number of copies of type i that is at most m; by
choosing an appropriate subset of the new pieces, we get the following lemma.

Lemma 6.10 The resulting instance of the ordinary knapsack problem with O(M log e‘l) pieces is equiva-
lent to the instance of the knapsack problem of the large pieces.

Next we round the resulting pieces as was done above. Notice that although there are O( M log 1) pieces,
no profit interval (2¢T, 24T has more than M items. We will run the dynamic programming starting
with the items whose profits fall in the top interval. These items were rounded more roughly. The number
of different rounded profits possible using items with profits at least 2¢T is at most P*/(2¢K). Therefore,
the dynamic programming for items with profits in the interval (2¢T, 2¢¥1T] can be implemented in
O(MP* /(2°K)) time, and the time spent on the last interval, which is O(MP*/K) = O(Me™?),
dominates the total time for the computation.

Theorem 6.11 An E-approximation algorithm that is analogous to the optimization subroutine (15) can be
implemented in O(min{ Me=2, M log €~! + €7*}) time.

The covering algorithm of Theorem 3.7 starts by finding an initial solution with A > 1/m. For the
cutting-stock problem, it is easy to provide an initial solution with A >1/2. For final % of width w;, consider
the pattern j(7) that consists of |W/w;] finas of type i, i = 1,..., M. Set 2, = d;/|W/w;] for each
i =1,..., M, and set each other component z’; = 0. Let r”= 3_. z’; . Since each selected pattern is at
least half used for finals, r* > r'/2. Hence, we can initialize the bisection search for the minimum number
of raws with r”and r'/2 as upper and lower bounds, respectively. For any candidate number of raws r, the
vector zo = (r/r')x’ servesasan initia solution with A >1/2 to the covering problem formulated for the
cutting-stock problem. However, we are using the decomposition technique, so we must provide an initial
solution to the transformed version of the covering problem. Since A = r/r”< 1, the algorithm used to
prove Lemma 5.12 finds a solution of identical quality for the transformed problem P! .... . P* P
The initial solution x’ satisfies each covering constraint with equality, and all patterns used consist of a
single type of final. Therefore, each phase of this algorithm can be implemented to run in O(M) time.
Since k =log r, we obtain a solution for the transformed problem in O( M log r) time. Since we have
an initial solution with A >1/2, we no longer need the log M calls to IMPROVE-COVER with e =1/6, and
can start with c-scaling; this improves the running time in Theorem 5.13 by deleting the log® m term in
the parenthesis.
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We apply this improved version of Theorem 5.13 and Theorem 6.11 to obtain the following result.
For simplicity, we state the resulting bound using the O(Me~2) bound for the knapsack problem with
multiple copies.

Theorem 6.12 For any € > O, there is a randomized c-approximation algorithm for the fractional cutting-stock
problem that is expected to run in O( M2e=*log(e~! M) log r* log e~1) time, and a deterministic analog that
takes a factor of log r* more time.

It is not too hard to notice that by somewhat modifying the covering algorithm used we can eliminate the
need for the bisection search for the required number of raws; thisimproves the running time by alog e~*
factor.

The best previously known algorithm is obtained by using Vaidya' s algorithm [25] to solve the linear
programming dual of the problem, and then use the techniques of Karmarkar & Karp and the agorithm
of Vaidya [26] to obtain a primal solution. The resulting deterministic algorithm runs in 0* ( M*M (M) +
M3e72) time. A randomized version runs in O*(M3M(M) + M3e?) time. As for our agorithm,
these bounds use the O(Me~?) bound for the approximation algorithm. For fixed €, our algorithm is a
significant improvement over Vaidya's algorithm.

The integer version of the cutting-stock problem is equivalent to the bin-packing problem, which is
usually stated in terms of pieces of specified sizes that are to be packed into the minimum number of bins.
Karmarkar & Karp [ 13] gave a fully polynomial approximation scheme for the bin-packing problem which
uses an agorithm (based on the elipsoid method) for the fractional cutting-stock problem. Our agorithm
can be used to replace the dlipsoid method in this application to yield the fastest known deterministic
agorithm for this problem.

Karmarkar & Karp give afully polynomial approximation scheme for the bin-packing problem that,
for an instance with N pieces and optimum value r*, delivers a solution that uses (1 + €)r * + 0( €72)
bins. In fact, the additive term in the performance guarantee can be improved to O(e~! log(e~1)).

We can assume without loss of generality that the size W of the binsis 1. Given a bin-packing instance
I, let opt(I) denote the minimum number of bins required for this instance, and let size(I) denote the
sum of the piece sizes. Clearly, size(l) < opt(I). The Karmarkar & Karp agorithm first deletes any
piece of size at most €/2. Let 1”denote the resulting instance. These small pieces can be added back to a
packing of the remaining pieces, arbitrarily filling up the bins without effecting the performance guarantee
(by Lemma3in{13]).

Next the algorithm uses grouping of pieces to have a small number of distinct piece sizes. Karmarkar
& Karp use linear grouping for one version of the algorithm, but they use geometric grouping for a
more sophisticated version. An improved guarantee (where the additive error term is O(e~! log €71)) is
obtained by using geometric grouping with parameter k = size(I)e/ log(2¢~1). This grouping yields a
rounded instance J which satisfies opt(J) < opt(I) < opt(J) + k log 2¢7* (by Lemma 5 in [13]). The
Karmarkar & Karp algorithm approximately solves the fractional cutting-stock problem corresponding to
instance J to obtain a vertex x, which is converted to the integer solution [z]. The number of additional
bins introduced by this rounding is at most the number of non-zeros in x; since x is a vertex, this is
at most the number of different piece sizes. It is not hard to show that M, the number of different
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piece sizes in the rounded instance is a most (2/K) size(I) + [log2¢~!] (by Lemma 5 in [13]). The
choice of k implies that M = O(e~! log €™!). Therefore, the total number of bins used is at most
opt(l) + M + k log 2e™'=(1 + €)opt(I) + O(e ' log e71).

The geometric grouping can be constructed in O( N log M) time. We use Theorem 6.12 to solve the
resulting cutting stock problem. Karmarkar & Karp find a vertex of the covering problem. Instead, we
will find a solution consisting of at most M non-zeros. The randomized version of the algorithm increases
the number of non-zeros by at most 1 every iteration. Therefore, the final number of zeros is at most
0( Me2log(e~1M)) log N). By implementing the randomized version deterministicaly (choosing the
best commodity every iteration, rather than a random one) we obtain the same bound on the number of
non-zeros also for the deterministic version. Given a solution with more than M non-zeros, the number
of non-zeros can be decreased by one using matrix inversion without affecting the quality of the solution.
Therefore, in O(MM(M)e~2 log(e~1M)) log N) =O(e~ log* ¢~ log N) time we can find a solution
with at most M non-zeros.

We combine the bound given above for M, and Theorems 6.12 and 6.11. Observe that, for any
congtant ¢, O( N log €~ + €% log* e~* log® N) can be bounded by O(N log e~ + €~ log*** ¢~1).

Theorem 6.13 There is a randomized fully polynomial approximation scheme for the bin-packing problem
that, for an instance with N pieces and optimum value r*, delivers a solution that uses (1+€)7*+O(e~110g e~1)
bins in O(N log e~ + 7% log® e~1) time, a deterministic analog runs in O(N log e~ + €~% log® €~1) time.

Our cutting stock algorithm was a significant improvement over the best previously know algorithm when
M is large relative to 1. However, in this application M = 0( ¢! log €~1). Using the agorithms of
Vaidya [26, 25] to solve the fractional cutting stock problems, as mentioned after Theorem 6.12, and
plugging in M = 0( ¢~!log 1) gives a deterministic algorithm that runsin 0* (N log e™! + e~ M (M))
time, and a randomized version that runsin 0* (N log e™* + e =3 M( M)) time. Thus, our deterministic
agorithm improves on the deterministic implementation of Vaidya's algorithm.

Minimum-cost multicommodity flow. The input for the minimum-cost multicommodity flow
problem consists of an N-node, M-edge directed graph G = (V, E), a non-negative cost c(e) and a
non-negative capacity u(e) for each edge e € E, and source-sink pairs s;, t; € V with a non-negative
demand d;, j = 1,..., K, that specify the K commodities. For notational convenience we assume that
the graph G is connected and has no parallel edges.

For each commodity j, we have a function f; (€) > 0, that specifies the flow of that commodity on
echedgee€ E,j=1,..., K. Thetotd flow function is then f(e) = }_; f; (€), for each e € E. The
conservation constraints ensure that

Y fitww)y— ¥ fi(vw) =0foreachv ¢ {s;,t;},j =1,..., K. (28)

w:wvEE w:vw€E

We require also that

D, filow) =Y fi(wn) = d; for v = s, (29

w:vweE w:wvEE
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We say that a multicommodity flow f in Gisfeasibleif f(e) < u(e) for each edge e € E. The cost of a
flow fis 3",z c(€) f (€) and the objective isto find a feasible flow of minimum cost.

To apply our relaxed decision procedure, we once again use bisection search for the minimum feasible
cost B. We define P by (28), (29), and the constraint f; (€) > 0, for each commodity j = 1, ..., K
and each edge e € E; this is in the product form P! x - - - x PX, where P’ denotes these constraints
oncommodity j = 1,..., K. Let Ax < b be given by the feasibility constraints, as well as the budget
constraint 3. c(e) f (e) < B.

We shall use the decomposition technique of Theorem 5.11. To do so, we first specify «; for each
inequality in Ax < b, and then show how to compute subroutine (14) for each P?. For each edgee € E,
let v(e) = 1 (corresponding to the inequality f(e) < u(e)) and let ¥ = N (corresponding to the budget
congtraint), so that I' = M + N = O(M).

Lemma 6.14 Subroutine (14) can be implemented in O(M + N log N) time for each P%,j=1,..., K.

Proof: Each vertex of P? correspondsto an (s;, ;) path with d; units of flow of commodity j along it.
For each e € E, let y(e) denote the dual variable for its capacity constraint, and |et z denote the dual
variable for the budget constraint. Given y, z and v, we must find an (s;, t;) path @ such that

u(e) > d,/v for eech e € Q, and Y, c(e) < vB/d;, (30)
e€Q
and for which,
Y yle)t zcle) < > yle) T zc(e), for au Q €9,
e€@ e€Q

where Q is the set of (s, t;) paths Q such that u(e) > d;/v for each e € Q, and 3. c(€) <
(v/N)B/d,. Observe that all pathsin Q are contained in the subgraph of edges e that satisfy u(e) > d; /v
and c(e) < (v/N) B/d;; furthermore, each (s; , t;) path in this subgraph satisfies (30). Therefore, by
computing the shortest (s;, t;) path with respect to the modified costs y(e) + zc(e) in this subgraph, we
find a suitable path Q. Thistakes O(M + N log N) time.  §

We use our relaxed decision procedure within a bisection search for the appropriate choice for the
budget B, which can be at most C = ¥, c¢(e)u(e). By applying Theorem 5.11, we obtain the following
result; note that an e-optimal flow may exceed the optimum cost and the capacity constraints by a (1 + €)
factor.

Theorem 6.15 For any fixed € > 0, there exists a deterministic algorithm for the minimum-cost multicom-
modity flow problem that finds an E-optimal flow and runs in O( K2 M log N (M + N log N) log C) time, and
a randomized analog that runs in O(KM log N (M + N log N) log C) time.

The best previously known agorithm is due to Vaidya[26]. For the randomized version, our algorithmis
an Q* (M® NK?#%) factor faster than Vaidya's.
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